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Abstract—This paper studies an unmanned aerial vehicle (UAV)-assisted Internet of Things (IoT) data collection system, where a UAV is employed as a data collection platform for a group of ground IoT devices. Our objective is to minimize the energy consumption of this system by optimizing the UAV’s deployment, including the number and locations of stop points of the UAV. When using evolutionary algorithms to solve this UAV’s deployment problem, each individual usually represents an entire deployment. Since the number of stop points is unknown a priori, the length of each individual in the population should be varied during the optimization process. Under this condition, the UAV’s deployment is a variable-length optimization problem and the traditional fixed-length mutation and crossover operators should be modified. In this paper, we propose a differential evolution algorithm with a variable population size, called DEVIPS, for optimizing the UAV’s deployment. In DEVIPS, the location of each stop point is encoded into an individual, and thus the whole population represents an entire deployment. Over the course of evolution, differential evolution is employed to produce offspring. Afterward, we design a strategy to adjust the population size according to the performance improvement. By this strategy, the number of stop points can be increased, reduced, or kept unchanged adaptively. In DEVIPS, since each individual has a fixed length, the UAV’s deployment becomes a fixed-length optimization problem and the traditional fixed-length mutation and crossover operators can be used directly. The performance of DEVIPS is compared with that of five algorithms on a set of instances. The experimental studies demonstrate its effectiveness.
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I. INTRODUCTION

Internet of Things (IoT) aims at enabling a massive number of limited-power devices to be connected into a large-scale interconnected network [1], [2]. In recent years, IoT has been successfully applied to various fields such as intelligent transportation [3], healthcare [4], smart cities [5], and smart grids [6]. However, IoT devices are generally incapable of transmitting over a long distance due to their energy limitations. For example, in areas where terrestrial wireless networks are poorly covered, limited-power IoT devices may not be able to transmit their data to a remote base station. Therefore, it is a challenging task to efficiently collect data from IoT devices [7].

Making use of unmanned aerial vehicles (UAVs) as emerging data collection platforms has received wide attention [8]–[10]. Compared with terrestrial data collection platforms, UAV-assisted platforms can bring several advantages: 1) Due to their agility and mobility, UAVs can fly flexibly toward target devices; 2) UAVs have a high possibility of establishing line-of-sight links to target devices; and 3) UAVs can provide emergency services to target devices in unexpected or temporary events. Hence, the use of UAVs is expected to provide a promising way to collect data from IoT devices.

In order to efficiently employ a UAV, the UAV’s deployment must be optimized. If deployed properly, a UAV should be able to provide a reliable and energy-efficient data collection solution for IoT devices [11]. In fact, the UAV’s deployment optimization has been studied before. For example, He et al. [12] investigated the joint altitude and beamwidth optimization problem in the case of downlink multicasting, downlink broadcasting, or uplink multiple access. Alzenad et al. [13] optimized the UAV’s deployment with the aim of using minimum transmission power to cover the maximum number of ground users. They then researched deployment optimization with different quality of service requirements [14]. Fan et al. [15] studied UAV deployment for a UAV-assisted relay system, where a UAV is utilized as a relay for the data transmission between source nodes and destination nodes. Mozaffari et al. [9] designed the optimal deployment of multiple UAVs for data collection from IoT devices. Du et al. [16] studied the UAV’s deployment in a downlink communication converge scenario. It is worth noting that the number of stop points is preset in these papers, which means that these papers only optimize the locations of stop points. However, if the preset number is not optimal, it is very likely to result in a sub-optimal deployment.

Unlike existing works, in this paper, we optimize the number and locations of stop points simultaneously for the UAV’s deployment. Due to the fact that the number of stop points is unknown a priori, it should be variable during the optimization
process, which poses a great challenge to traditional gradient-based approaches as there is no explicit definition of a gradient vector. Thanks to the gradient-free nature of evolutionary algorithms (EAs), they have the potential to address this issue. EAs work with a population of individuals and each individual usually represents a candidate solution (i.e., an entire deployment). Because of the variable number of stop points in this paper, the length of each individual in the population is not fixed. As pointed out in [17], under this condition, it is necessary to modify the traditional fixed-length mutation and crossover operators in EAs, such as the \( n \)-point (most commonly, one-point or two-point) crossover operator \([11]\) in genetic algorithm (GA) and the mutation operator “DE/rand/1” in differential evolution (DE). To this end, two kinds of attempts have been made in previous studies:

- **Designing special mutation and crossover operators**: One representative is the cut-and-slice operator. It is similar to the commonly used \( n \)-point crossover operator, but the locations of crossover points of two individuals do not have to be the same \([17]\). So far, this operator has been applied in wireless transmitter placement \([18]\), long term evolution network planning \([19]\), the carpool service problem \([20]\), and pixel classification \([21]\). The spatial crossover operator is another representative, which works in the phenotypic space. In \([22]\), a square area is divided into two halves along one of the dimensions, and then two halves from two individuals are stitched into a new square area. In \([23]\), a circular area is drawn from a square area, and then two circular areas from two individuals are exchanged. In addition, two new mutation operators are presented. The former inserts a randomly generated variable behind a random position of an individual, and the latter removes randomly chosen variables from an individual \([17]\). Note, however, that this kind of approach faces variable-dimension search spaces, which will guide the search in a messy way since the search spaces with different dimensions have different optimal solutions.

- **Transforming variable-length individuals into fixed-length individuals using auxiliary variables**: In this kind of approach, the length of each individual in the population is fixed, but a set of auxiliary variables is introduced to control the activation of original variables. In general, the auxiliary variables can be divided into two categories: continuous auxiliary variables and binary auxiliary variables. The original variables are activated when the values of the corresponding continuous auxiliary variables are greater than a predefined threshold or the values of the corresponding binary auxiliary variables are equal to 1. This kind of approach has been applied to many fields such as network planning \([24], [25]\), data clustering \([26]\), architecture optimization of deep convolutional neural networks \([27]\), the vehicle routing problem \([28]\), and satellite orbit reconfiguration \([29]\). However, the introduction of auxiliary variables increases the length of individuals. As a result, this kind of approach may suffer from the curse of dimensionality.

To avoid the aforementioned issues, we propose a DE algorithm with a variable population size, called DEVIPS, for optimizing the UAV’s deployment. In DEVIPS, we design a new encoding mechanism, in which an individual in the population represents the location of a stop point, rather than an entire deployment as in existing approaches. As a result, the whole population represents an entire deployment and the population size is equal to the number of stop points. The main contributions of this work are summarized as follows:

- A UAV-assisted IoT data collection system is studied in this paper. In this system, we optimize the number and locations of stop points simultaneously for the UAV’s deployment, which can serve more IoT devices and achieve more energy-effective data collection.

- We propose a new algorithm named DEVIPS to optimize the UAV’s deployment. Since the length of each individual in the population is fixed, it is free from the use of special mutation and crossover operators. In addition, the length of each individual is reduced to two. Therefore, the population searches for the optimal number and locations of stop points in a two-dimensional search space.

- We design a new strategy to adjust the population size (i.e., the number of stop points) adaptively. Specifically, the number of stop points can be increased, reduced, or kept unchanged according to the performance improvement in each update. By doing this, an important parameter (i.e., the population size) has been eliminated. In addition, DE serves as the search engine to optimize the locations of stop points.

- Extensive experiments have been carried out on seven instances to investigate the effectiveness of DEVIPS. Compared with five other algorithms, DEVIPS shows better performance.

The rest of this paper is organized as follows. Section II introduces the system model and problem formulation of the UAV’s deployment. Section III provides a brief introduction of DE. Section IV describes the proposed DEVIPS. The

---

1 In the \( n \)-point crossover operator, the locations of crossover points in two individuals are generally the same \([17]\).
experimental setup is given in Section V, followed by the experimental results and discussion in Section VI. Finally, Section VII concludes this paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. 1, we consider a UAV-assisted IoT data collection system involving a rotary-wing UAV and a set of ground IoT devices, denoted as $N = \{1, 2, \ldots, n\}$. The UAV is employed as a flying data collection platform to collect the data from these ground IoT devices. Due to its agility and mobility, the UAV can change the locations of stop points multiple times, leading to greater coverage and lower energy consumption. Herein, we assume that the number of stop points is $k$ and is unknown a priori, and then the set of stop points can be denoted as $k = \{1, 2, \ldots, k\}$.

We consider that the coordinate of the $i$th ($i \in N$) IoT device is known and fixed at $(x_i, y_i, 0)$, where $x_i$ and $y_i$ denote the values in the $x$-axis and $y$-axis of the location of the $i$th IoT device, respectively. Furthermore, we assume that the UAV is flying horizontally at a constant altitude $H$ and the location of the $j$th ($j \in K$) stop point is represented by $(X_j, Y_j, H)$, where $X_j$ and $Y_j$ denote the values in the $x$-axis and $y$-axis of the location of the $j$th stop point, respectively. Afterward, the distance between the $i$th IoT device and the $j$th stop point is expressed as

$$d_{ij} = \sqrt{(X_j - x_i)^2 + (Y_j - y_i)^2 + H^2}, \forall i \in N, j \in K. \quad (1)$$

The association between the $i$th IoT device and the UAV at the $j$th stop point is denoted as binary variable $a_{ij}$. Specifically, $a_{ij}$ is equal to 1 if the $i$th IoT device sends data to the UAV at the $j$th stop point; otherwise, $a_{ij}$ is equal to 0. To save transmission energy, each IoT device always chooses the nearest stop point to send data; thus, $a_{ij}$ is given by

$$C1 : a_{ij} = \begin{cases} 1, & \text{if } j = \arg \min_{j \in K} d_{ij}, \\ 0, & \text{otherwise}. \end{cases} \quad (2)$$

Also, one has

$$C2 : \sum_{j=1}^{k} a_{ij} = 1, \forall i \in N. \quad (3)$$

which means that each IoT device chooses only one stop point to send its data.

In addition, considering the system bandwidth limitation, the UAV at each stop point can accept at most $M$ IoT devices to send data simultaneously. Thus, one can obtain

$$C3 : \sum_{i=1}^{n} a_{ij} \leq M, \forall j \in K. \quad (4)$$

In order to ensure that all IoT devices can be serviced, the following condition should be satisfied:

$$C4 : \sum_{i=1}^{n} \sum_{j=1}^{k} a_{ij} = n. \quad \text{In our model, the channel gain between the UAV at the } j\text{th stop point and the } i\text{th IoT device is given by } \frac{h_{ij}}{h_0}.$$ 

$$h_{ij} = h_0 d_{ij}^{-2} = \frac{h_0}{(X_j - x_i)^2 + (Y_j - y_i)^2 + H^2}, \forall i \in N, j \in K. \quad (6)$$

Therefore, if the $i$th IoT device sends data to the UAV at the $j$th stop point, the data rate is given by 

$$r_{ij} = B \log_2 \left( 1 + \frac{p_i h_{ij}}{\sigma^2} \right), \forall i \in N, j \in K, \quad (7)$$

where $p_i$ is the transmitting power from the $i$th IoT device to the UAV; $h_0$ denotes the channel power gain at the reference distance $d_0 = 1$m; $\sigma^2$ is the white Gaussian noise power; and $B$ is the system bandwidth.

We assume that the $i$th IoT device has $D_i$ amount of data sent to the UAV. The time to send the data from the $i$th IoT device to the UAV at the $j$th stop point is given by

$$T_{ij} = \frac{D_i}{r_{ij}}, \forall i \in N, j \in K, \quad (8)$$

and the energy consumption is computed as

$$E_{ij} = p_i T_{ij} = \frac{p_i D_i}{r_{ij}}, \forall i \in N, j \in K. \quad (9)$$

Then, the energy consumption of all IoT devices can be given by

$$E_{iot} = \sum_{i=1}^{n} \sum_{j=1}^{k} a_{ij} E_{ij}. \quad (10)$$

Actually, the UAV will hover at each stop point for some time. It will not move to another stop point until all data sent from IoT devices to this stop point have been collected. Therefore, the hover time of the UAV at the $j$th stop point is given by

$$T^h_j = \max_{i \in N} \{a_{ij} T_{ij}\}, \forall j \in K. \quad (11)$$

Furthermore, the hover energy consumption of the UAV at the $j$th stop point is expressed as

$$E^h_j = p^h T^h_j, \forall j \in K, \quad (12)$$

where $p^h$ denotes the hover power of the UAV.

Then, the whole energy consumption of the UAV can be written as

$$E_{uav} = \sum_{j=1}^{k} E^h_j. \quad (13)$$

Herein, we ignore the flight energy consumption of the UAV. The energy consumption of the system is composed of the energy consumption of the UAV and all IoT devices. Thus,
this problem can be formulated as
\[
\begin{align*}
\min_{\{X_i, Y_j\}, k} & \quad E_{uav} + \phi E_{iots} \\
\text{s.t.} & \quad C1: \quad a_{ij} \in \{0, 1\}, \; \forall i \in N, \; j \in K, \\
& \quad C2: \quad \sum_{j=1}^{K} a_{ij} = 1, \; \forall i \in N, \\
& \quad C3: \quad \sum_{i=1}^{N} a_{ij} \leq M, \; \forall j \in K, \\
& \quad C4: \quad \sum_{i=1}^{N} \sum_{j=1}^{K} a_{ij} = n, \\
& \quad C5: \quad X_{min} \leq X_j \leq X_{max}, \; \forall j \in K, \\
& \quad C6: \quad Y_{min} \leq Y_j \leq Y_{max}, \; \forall j \in K, \\
& \quad C7: \quad k_{min} \leq k \leq k_{max},
\end{align*}
\]
where $\phi \geq 0$ is the weight between the energy consumption of the UAV and that of all IoT devices; $X_{min}$ and $X_{max}$ are the lower and upper bounds of $X_j$, respectively; $Y_{min}$ and $Y_{max}$ are the lower and upper bounds of $Y_j$, respectively; and $k_{min}$ and $k_{max}$ are the lower and upper bounds of $k$, respectively.

Since the UAV serves at most $M$ IoT devices and at least one IoT device at each stop point, $k_{min}$ and $k_{max}$ are equal to $\lceil \frac{n}{M} \rceil$ and $n$, respectively, where $\lceil \cdot \rceil$ denotes the rounding down operator.

In this paper, our goal is to optimize the UAV’s deployment, including the number and locations of stop points of the UAV, to achieve the minimum energy consumption of the system under all constraints. Specifically, we aim to optimize $k$ and the corresponding $(X_1, Y_1, \ldots, X_k, Y_k)$ to achieve minimum $(E_{uav} + \phi E_{iots})$ while satisfying $C1 - C7$. It is clear that $(X_1, Y_1, \ldots, X_k, Y_k)$ represents an entire deployment.

Remark: In this paper, the flight altitude of the UAV is considered as a constant. Next, we would like to give a remark about the flight altitude of the UAV. According to (7), the transmission rate decreases as the flight altitude of the UAV increases; therefore, the transmission time and energy consumption of IoT devices increases accordingly. In contrast, if the flight altitude of the UAV decreases, the probability of the line-of-sight links becomes smaller, which results in a decrease in the transmission rate and an increase in the transmission time and energy consumption of IoT devices. The flight altitude of the UAV will be optimized in our future work.

### III. DIFFERENTIAL EVOLUTION (DE)

DE, proposed by Storn and Price [35], is a class of simple yet efficient EAs. DE has been applied to solve a variety of optimization problems from diverse fields, such as electromagnetic design [36], order scheduling [37], uniform design [38], and big data optimization [39]. First, DE randomly generates an initial population, in which each individual is called a target vector:

\[
P = \{x_i = (x_{i,1}, x_{i,2}, \ldots, x_{i,D}), i = 1, 2, \ldots, NP\},
\]

where $NP$ is the population size; $D$ is the number of variables; $x_{min,j}$ and $x_{max,j}$ represent the lower and upper bounds of the $j$th variable, respectively; and $rand$ is a random number uniformly distributed over $[0, 1]$.

After initialization, a mutation operator is executed on each target vector $x_i$ to generate a mutant vector $v_i = (v_{i,1}, v_{i,2}, \ldots, v_{i,D})$, $i \in \{1, 2, \ldots, NP\}$. Then, a trial vector $u_i = (u_{i,1}, u_{i,2}, \ldots, u_{i,D})$, $i \in \{1, 2, \ldots, NP\}$ is obtained by implementing a crossover operator on $v_i$ and $x_i$. Finally, a selection operator chooses the better one between $u_i$ and $x_i$ to survive into the next generation.

Next, we introduce the mutation, crossover, and selection operators [40], [41].

1) **Mutation**: The commonly used mutation operators in the literature are
   - DE/rand/1
     \[v_i = x_{r1} + F \cdot (x_{r2} - x_{r3}),\] (17)
   - DE/rand/2
     \[v_i = x_{r1} + F \cdot (x_{r2} - x_{r3}) + F \cdot (x_{r4} - x_{r5}),\] (18)
   - DE/current-to-rand/1
     \[v_i = x_i + F \cdot (x_{r1} - x_i) + F \cdot (x_{r2} - x_{r3}),\] (19)
   - DE/current-to-best/1
     \[v_i = x_i + F \cdot (x_{best} - x_i) + F \cdot (x_{r1} - x_{r2}),\] (20)

![Fig. 2. Encoding mechanism in the approaches with special mutation and crossover operators](image)

![Fig. 2. Encoding mechanism in the approaches with auxiliary variables](image)

![Fig. 2. The proposed encoding mechanism in this paper](image)
where \( r1, r2, r3, r4, \) and \( r5 \) are five distinct integers randomly selected from \([1, NP]\) and are also different from \( i; x_{best} \) denotes the best target vector in the current population; and \( F \) is the scaling factor.

2) **Crossover:** The binomial crossover is given as follows:

\[
u_{i,j} = \begin{cases} v_{i,j}, & \text{if } \text{rand}_j \leq CR \text{ or } j = j_{\text{rand}}, \\ x_{i,j}, & \text{otherwise}, \end{cases}
\]

where \( j_{\text{rand}} \) is a random integer selected from \([1, D]\) to make sure that \( u_i \) is different from \( x_i \) in at least one dimension; \( \text{rand}_j \) denotes a uniformly distributed random number over \([0,1]\) for each \( j \), and \( CR \) is the crossover control parameter.

3) **Selection:** For a minimization problem, the selection operator is implemented as:

\[
x_i = \begin{cases} u_i, & \text{if } f(u_i) \leq f(x_i), \\ x_i, & \text{otherwise}. \end{cases}
\]

IV. PROPOSED APPROACH

A. Motivation

In this subsection, we first analyze the drawbacks of the existing approaches introduced in Section I for the UAV’s deployment optimization.

- For the approaches with special mutation and crossover operators \([18, 23]\), as shown in Fig. 2(a) each individual in the population of size \( NP \) represents an entire deployment, which consists of the locations of a set of stop points. Then the population represents \( NP \) entire deployments. In this kind of approach, the length of each individual is not fixed. For example, the lengths of the three individuals with \( k_1, k_2, \) and \( k_{NP} \) stop points in Fig. 2(a) are \( 2k_1, 2k_2, \) and \( 2k_{NP} \), respectively. As already stated, since the length of each individual in the population is not fixed, the special mutation and crossover operators need to be adopted in this kind of approach \([17]\). It is clear that the dimension of the search space may change from generation to generation for each individual, thus causing confused search.

- As shown in Fig. 2(b), with respect to the approaches with auxiliary variables \([24]\), the individual and the population are also encoded into an entire deployment and \( NP \) entire deployments, respectively. In this kind of approach, the length of each individual in the population is \( 3k_{max} \), consisting of \( k_{max} \) auxiliary variables (i.e., \( C_{i,1}, \ldots, C_{i,k_{max}}, i \in \{1,2, \ldots, NP\} \)) and \( 2k_{max} \) original variables (i.e., \( X_{i,1}, Y_{i,1}, \ldots, X_{i,k_{max}}, Y_{i,k_{max}} \)). Note that \( k_{max} \) is defined in \([14]\). The auxiliary variables are used to control the activation of the corresponding original variables. Specifically, \( C_{i,j} \) controls the activation of the original variables \( X_{i,j} \) and \( Y_{i,j} \). Due to the fact that each individual has the same length, the traditional fixed-length mutation and crossover operators can be used directly. However, the length of each individual will drastically increase due to the introduction of auxiliary variables, thus leading to a high-dimensional search space.

It is interesting to observe that although the number of stop points that the UAV needs to visit is variable during the evolution, the dimension of the location of each stop point is fixed. Since the flying height \( H \) of the UAV is a constant in this paper, the dimension of the location of each stop point can be considered as two (i.e., the \( x \)-axis and \( y \)-axis). Moreover, the values of the locations of all stop points in the \( x \)-axis and \( y \)-axis have the same lower and upper bounds as introduced in \([14]\) (i.e., \( X_{min} \) and \( X_{max} \) in the \( x \)-axis, and \( Y_{min} \) and \( Y_{max} \) in the \( y \)-axis, respectively). Under this condition, if each individual represents the location of a stop point, the length of each individual in the population is the same (i.e., two). More importantly, the auxiliary variables are unnecessary.

Inspired by this observation, we have designed a new encoding mechanism as shown in Fig. 2(c): the location of each stop point is encoded into an individual; thus, the whole population represents an entire deployment and the population size is equal to the number of stop points. The advantages of the proposed encoding mechanism over other encoding mechanisms can be summarized as follows:

- For the encoding mechanisms in both the approaches with special mutation and crossover operators and the approaches with auxiliary variables, the population includes \( NP \) entire deployments. Note that \( NP \) is a preset parameter and cannot be changed during the evolution. As pointed out in \([42]\), \( NP \) has a significant effect on the performance of an algorithm. In contrast, in the proposed encoding mechanism, the population size is equal to the number of stop points, which is optimized during the evolution. Therefore, this parameter has been eliminated.

- Regarding the encoding mechanism in the approaches with special mutation and crossover operators, according to \( CT \) in \([14]\), the number of stop points ranges from \( k_{min} \) to \( k_{max} \); therefore, the length of each individual in the population varies from \( 2k_{min} \) to \( 2k_{max} \). The variable-length individuals pose significant challenges to EAs \([17]\). However, the length of each individual in the proposed encoding mechanism is always fixed. In this manner, the special mutation and crossover operators are not required.

- With respect to the encoding mechanism in the approaches with auxiliary variables, the length of each individual in the population is \( 3k_{max} \). But for the proposed encoding mechanism, the length of each individual in the population is equal to two. Consequently, the dimension of the search space can be remarkably reduced.

Based on the proposed encoding mechanism, a new algorithm named DEVIPS is proposed to optimize the UAV’s deployment.

B. DEVIPS

1) **General Framework:** The general framework of DEVIPS is presented in Algorithm 1. First, an initial population \( P \) is randomly generated in the search space. During
the evolution, DEVIPS performs the mutation and crossover operators of DE to produce the offspring population $Q$. In this paper, “DE/rand/1” in (17) and the binomial crossover in (21) are employed. Afterward, $P$ is updated for the next generation.

This procedure continues until the stopping criterion is met (i.e., the maximum number of fitness evaluations $MaxFEs$ is reached). In the following, the initialization of $P$ and the updating of $P$ in DEVIPS are introduced in detail.

2) Initialization of $P$: In the initialization, the locations of $k_{max}$ stop points are randomly generated, which form an initial population $P$. Note that $P$ represents an initial UAV deployment. Then, we check if $P$ is feasible (i.e., if all constraints in (14) are satisfied). If $P$ is feasible, the initial UAV deployment is successfully generated; otherwise, the locations of $k_{max}$ stop points are regenerates and the feasibility of $P$ is rechecked until $P$ is feasible or $FEs \geq MaxFEs$. Algorithm 2 describes the initialization of $P$. Note that $P$ presents an entire deployment; thus, the number of fitness evaluations for checking the feasibility of $P$ is one.

3) Updating of $P$: In DEVIPS, the population size of $P$ is equal to the number of stop points. In order to optimize the number of stop points, the population size of $P$ should be variable. In this paper, we consider that the following two aspects are crucial toward the change of population size:

- The population size can be increased, reduced, or kept unchanged since we do not know the optimal number of stop points.
- The population size should not be changed drastically since drastic changes may lead to an unstable search.

In this paper, we propose a simple and adaptive strategy to accomplish these two aspects. Our main idea is to update

algorithm 1

Algorithm 1 General Framework of DEVIPS

1: $FEs = 0$; // $FEs$ denotes the number of fitness evaluations
2: Initialize $P$ according to Algorithm 2
3: while $FEs \leq MaxFEs$ do
4: \[ Q = \emptyset; \]
5: \[ \text{for } i = 1 \text{ to } |P| \text{ do} \]
6: \[ \text{Implement “DE/rand/1” in (17) and the binomial crossover in (21)} \]
7: \[ Q = Q \cup u_i; \]
8: \[ \text{end for} \]
9: Update $P$ according to Algorithm 3
10: end while

algorithm 2

Algorithm 2 Initialization of $P$

1: Randomly generate the locations of $k_{max}$ stop points, which form an initial $P$ and represent an initial UAV deployment; 
2: Check the feasibility of $P$ via the constraints in (14); 
3: $FEs = FEs + 1$; // since $P$ presents an entire deployment, the number of fitness evaluations for checking the feasibility of $P$ is 1.
4: while $P$ is infeasible and $FEs \leq MaxFEs$ do
5: Regenerate the locations of $k_{max}$ stop points randomly, which form another initial $P$ and represents another initial UAV deployment; 
6: Check the feasibility of $P$ via the constraints in (14); 
7: $FEs = FEs + 1$; // since $P$ presents an entire deployment, the number of fitness evaluations for checking the feasibility of $P$ is 1.
8: end while
9: return $P$

algorithm 3

Algorithm 3 Updating of $P$

1: for $i = 1$ to $|Q|$ do
2: $P_1 \leftarrow$ insert the $i$th individual in $Q$ to $P$; 
3: $P_2 \leftarrow$ utilize the $i$th individual in $Q$ to replace a randomly selected individual in $P$;
4: $P_3 \leftarrow$ delete a randomly selected individual in $P$;
5: Check the feasibilities of $P_1$, $P_2$, and $P_3$;
6: if there exists at least one feasible population among $P_1$, $P_2$, and $P_3$ then
7: Evaluate the fitness value(s) of the feasible population(s);
8: if there exists performance improvement against $P$ then 
9: the feasible population with the greatest performance improvement is used to replace $P$;
10: else 
11: if the feasible fitness value of $P_3$ is equal to that of $P$ then 
12: $P_3$ is used to replace $P$;
13: end if 
14: end if 
15: end if 
16: $FEs = FEs + 3$; // since each of $P_1$, $P_2$, and $P_3$ represents an entire deployment, the number of fitness evaluations for checking the feasibility and evaluating the fitness value of each of them is one.
17: end for
18: return $P$

at most one individual in $P$ in each update, which not only changes the population size dynamically, but also maintains a stable search.

After the offspring population $Q$ is generated, the first individual in $Q$ is used to generate two new populations:

- It is incorporated into $P$ to generate a new population $P_1$.
- It replaces a randomly selected individual in $P$ to produce another new population $P_2$.

In addition, a third new population $P_3$ is produced after an individual randomly selected from $P$ is removed.

Subsequently, the feasibilities of $P_1$, $P_2$, and $P_3$ are checked. If there exists at least one feasible population among them, the fitness value(s) of the feasible population(s) is/are evaluated. Then, the feasible population with the greatest performance improvement against $P$ is used to replace $P$. Note that if no performance improvement occurs but the feasible fitness value of $P_3$ is equal to that of $P$, then $P$ will be replaced by $P_3$. It means that the individual removed from $P$ has no effect on the performance; therefore, this individual is redundant. The remaining individuals in $Q$ experience this process one by one. Algorithm 3 describes the updating of $P$. Note that each of $P_1$, $P_2$, and $P_3$ represents an entire deployment; thus, the number of fitness evaluations for checking the feasibility and evaluating the fitness value of each of them is one. Moreover, in the updating of $P$, the selection operator adopted in this paper is different from the original selection operator in (22) since our operator selects a better population rather than a better individual.

The population size of $P$ is denoted as $|P|$. Then, the population sizes of $P_1$, $P_2$, and $P_3$ are $(|P| + 1)$, $|P|$, and $(|P| - 1)$, respectively. When $P_1$, $P_2$, or $P_3$ is selected to update $P$, the population size of $P$ is increased, kept unchanged, or reduced, respectively, which results in an adaptive change of the population size. In fact, only one individual (i.e., the location of one stop point) in $P$ is different from $P_1$, $P_2$, and $P_3$, which suggests that at most one individual
Parameter Settings

(i.e., the location of one stop point) is updated in each loop of Algorithm 3. Therefore, \( P \) is updated in a stable way. In addition, since the feasible population with the greatest performance improvement among \( P_1, P_2, \) and \( P_3 \) is selected to update \( P \), it is beneficial to accelerate the convergence.

C. Discussion

In the following, we discuss the major characteristics of DEVIPS.

- This paper aims at optimizing the number and locations of stop points in the UAV’s deployment jointly. In principle, DEVIPS achieves the optimization of the number of stop points by adaptively updating the population size. In addition, DEVIPS optimizes the locations of stop points by DE.

- DEVIPS treats the whole population as an entire deployment (i.e., a solution) and changes the location of one stop point at most in each update. Therefore, DEVIPS is similar to the local search. It is worth noting that the local search typically changes the location of one stop point randomly or based on the locations of nearby stop points. However, in DEVIPS, the location of the new stop point is generated by the crossover and mutation operators of DE, which makes it possible to utilize the information of the locations of all other stop points. As a result, DEVIPS has a better global search capability than the local search. But the global search capability of DEVIPS might still be limited due to the fact that a single deployment is optimized during the evolution. Fortunately, the search capability of DEVIPS can meet our requirements since the search space is only two-dimensional, which has been verified in the experimental studies later.

- DEVIPS has the following advantages: 1) its implementation is simple; 2) it does not introduce any additional parameters; 3) it eliminates an important parameter (i.e., the population size); 4) it searches for the optimal number and locations of stop points in a two-dimensional search space; and 5) it does not add any complex operators and its computational complexity is the same as the classical DE.

V. EXPERIMENTAL SETUP

This section introduces the experimental setup for investigating the performance of DEVIPS. First, we briefly describe five algorithms used for comparison. Then, the parameter settings in our experimental studies are provided.

A. Algorithms for Comparison

In order to evaluate the performance of DEVIPS, the following five algorithms were considered to be the peer algorithms.

- VLGA [18] adopts a commonly used crossover operator (i.e., uniform crossover) and a special crossover operator (i.e., cut-and-splice crossover) to produce offspring.

- fGA [23] works in the phenotypic space, in which two circular areas with the same size are selected from two square areas for exchange, and then two new square areas are generated.

- JGGA [24] introduces auxiliary variables to control the expression of original variables. In addition, for improving search ability, a jumping-gene transposition strategy is designed.

- JADE [43] implements the mutation operator “DE/current-to-pbest” with optional archive and tunes parameters adaptively. Note that in JADE, since the number of stop points cannot be changed during the evolution, it should be preset.

- DEEM [44] uses the encoding mechanism similar to DEVIPS, where the population, rather than an individual, represents an entire deployment. Like JADE, when addressing the UAV’s deployment, it also requires a preset number of stop points.

Overall, VLGA and fGA are two approaches with special mutation and crossover operators, JGGA is an approach with auxiliary variables, and JADE and DEEM are two approaches with a preset number of stop points. Therefore, by comparing DEVIPS with these approaches, we can provide multi-facet performance comparisons.

B. Parameter Settings

The parameter settings of the five peer algorithms and DEVIPS are presented in Table I. Note that the parameter settings of the five peer algorithms were kept the same as in their original papers.

- Population size: The population size of DEEM was the same with the preset number of stop points. The population size of DEVIPS was adaptively varied during the evolution. For other algorithms, the population size was set to 100.

- Parameters for crossover and mutation: For VLGA, fGA, and JGGA, the crossover probability \( p_c \) was set to 0.9, 0.9, and 0.8, respectively, and the mutation probability \( p_m \) was set to the reciprocal of the individual length, 0.1, and 0.04, respectively. For DEEM and DEVIPS, the scaling factor \( F \) was set to 0.9 and 0.6, respectively, and the crossover control parameter \( CR \) was set to 0.9 and 0.5, respectively. For JADE, \( F \) and \( CR \) were updated in an adaptive manner.

- Specific parameters: For JGGA, the jumping probability \( p_j \) was set to 0.01 and the number of transposons \( T_r \) was set to 3.

- Stopping criterion and number of independent runs: Each algorithm terminated at 100,000 fitness evolutions (i.e., \( MaxFEs = 100,000 \)). Each algorithm was independently run 30 times for each instance.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameter Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>VLGA</td>
<td>( NP = 100, p_c = 0.9, p_m = 1/\text{individual length} )</td>
</tr>
<tr>
<td>fGA</td>
<td>( NP = 100, p_c = 0.9, p_m = 0.1 )</td>
</tr>
<tr>
<td>JGGA</td>
<td>( NP = 100, p_c = 0.8, p_m = 0.04, p_j = 0.01, T_r = 3 )</td>
</tr>
<tr>
<td>JADE</td>
<td>( NP = 100 )</td>
</tr>
<tr>
<td>DEEM</td>
<td>( F = 0.9, CR = 0.9 )</td>
</tr>
<tr>
<td>DEVIPS</td>
<td>( F = 0.6, CR = 0.5 )</td>
</tr>
</tbody>
</table>
average EC (J) obtained by DEVIPS and two approaches with special mutation and crossover operators (VLGA and fGA).

Fig. 3. Evolution of the average EC (J) obtained by DEVIPS and two approaches with special mutation and crossover operators (VLGA and fGA).

- Significance test: To test the statistical significance between DEVIPS and each of the peer algorithms, the Wilcoxon rank sum test at a 0.05 significance level was carried out. In the experimental results, we used “+”, “−”, and “≈” to indicate that DEVIPS performed better than, worse than, and similar to its competitor, respectively.

The parameters of the UAV-assisted IoT data collection system were set as follows. We assumed that all IoT devices were set as follows. We assumed that all IoT devices were used to evaluate the performance of DEVIPS: \( n = \{100, 200, 300, 400, 500, 600, 700\} \).

VI. EXPERIMENTAL RESULTS AND DISCUSSION

A. Comparison with Two Approaches with Special Mutation and Crossover Operators (VLGA and fGA)

First, we compared the performance of DEVIPS with that of two approaches with special mutation and crossover operators: VLGA and fGA. The results are reported in Table II. In Table II “Mean” and “Std Dev” indicate the average and standard deviation of the energy consumption (EC) of the UAV-assisted IoT data collection system over 30 runs, and percentages in the square brackets indicate the performance improvement of DEVIPS against VLGA and fGA. In addition, the statistical test results between DEVIPS and each of VLGA and fGA are summarized at the bottom of Table II.

From Table II it can be seen that DEVIPS is better than VLGA and fGA on each instance in terms of the average EC. By observing the performance improvement, we can see that DEVIPS provides an increasing advantage over other algorithms as the number of IoT devices grows. Specifically, when the number of IoT devices is 100, the performance improvement of DEVIPS is 8.88% and 9.84% against VLGA and fGA, respectively. When the number of IoT devices increases to 700, the performance improvement of DEVIPS against VLGA and fGA reaches 17.44% and 12.09%, respectively. In addition, DEVIPS shows significantly better statistical test results on all instances.

This phenomenon can be explained as follows. For VLGA and fGA, due to the fact that the population searches for the optimal solution in the search space with variable dimensions, the changing range of the dimension of the search space drastically expands as the number of IoT devices increases. For example, when \( n = 700 \), the dimension of the search space ranges from 280 to 1400. In contrast, because the dimension of the search space is always fixed and very low in DEVIPS, it has the capability of obtaining better results.

Fig. 3 presents the evolution of the average EC obtained by DEVIPS and two approaches with special mutation and crossover operators (VLGA and fGA).

<table>
<thead>
<tr>
<th>n</th>
<th>Mean(Std Dev) (J)</th>
<th>Mean(Std Dev) (J)</th>
<th>Mean(Std Dev) (J)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1.3745E+6(6.944E+4)</td>
<td>1.392E+6(1.500E+4)</td>
<td>1.2525E+6(6.7254E+3)</td>
</tr>
<tr>
<td>200</td>
<td>2.5853E+6(1.071E+4)</td>
<td>2.798E+6(1.039E+4)</td>
<td>2.504E+6(7.1329E+3)</td>
</tr>
<tr>
<td>300</td>
<td>4.1110E+6(1.859E+4)</td>
<td>4.897E+6(1.327E+4)</td>
<td>3.589E+6(1.4834E+4)</td>
</tr>
<tr>
<td>400</td>
<td>5.8098E+6(3.848E+4)</td>
<td>5.623E+6(4.252E+4)</td>
<td>5.000E+6(1.8278E+4)</td>
</tr>
<tr>
<td>500</td>
<td>7.2680E+6(9.797E+4)</td>
<td>6.889E+6(1.129E+4)</td>
<td>6.1248E+6(1.8455E+4)</td>
</tr>
<tr>
<td>600</td>
<td>9.7297E+6(1.859E+4)</td>
<td>8.532E+6(2.509E+4)</td>
<td>7.5628E+6(6.2020E+4)</td>
</tr>
<tr>
<td>700</td>
<td>1.4581E+7(4.1257E+4)</td>
<td>9.7485E+6(1.705E+4)</td>
<td>8.5702E+6(3.5668E+4)</td>
</tr>
</tbody>
</table>

\[ + \approx 0 \quad 0 \quad 0 \]

\[ \sigma \approx 0 \quad 0 \quad 0 \]
DEVIPS, VLGA, and fGA. It is clear that DEVIPS converges faster than VLGA and fGA in the early stage and maintains the best performance during the evolution. Note that, when the number of IoT devices is large, Fig. 3 does not show the average EC provided by VLGA and fGA in the early stage. This is because VLGA and fGA cannot produce any feasible solution under this condition. In the initialization, for VLGA and fGA, the number of stop points in each individual is randomly selected between $k_{\text{min}}$ and $k_{\text{max}}$ (i.e., $\lfloor \frac{n}{M} \rfloor$ and $n$), which is less than that of DEVIPS (DEVIPS randomly generates the locations of $k_{\text{max}}$ stop points in the initialization). Therefore, it is very possible that VLGA and fGA cannot provide enough number of stop points for IoT devices, thus leading to infeasible solutions.

B. Comparison with an Approach with Auxiliary Variables (JGGA)

Subsequently, DEVIPS was compared with an approach with auxiliary variables: JGGA. Table III presents the average and standard deviation of EC over 30 runs, as well as the performance improvement and the statistical test results between DEVIPS and JGGA.

From Table III, DEVIPS provides better average EC and is statistically better than JGGA on each instance. In terms of the performance improvement, the superiority of DEVIPS against JGGA increases with an increase in the number of IoT devices. To be specific, when the number of IoT devices is 100, the performance improvement of DEVIPS is 4.21%. When the number of IoT devices increases to 700, DEVIPS achieves 13.26% performance improvement. The reason is straightforward: the dimension of the search space of DEVIPS is significantly smaller than that of JGGA. For example, when the number of IoT devices increases to 700, the dimension of the search space of JGGA is up to 2100, compared with two in DEVIPS.

Fig. 4 plots the evolution of the average EC derived from DEVIPS and JGGA. Similar to Fig. 3, DEVIPS has faster convergence speed in the early stage and maintains better performance during the evolution.

C. Comparison with Two Approaches with a Preset Number of Stop Points (JADE and DEEM)

We compared DEVIPS with two approaches with a preset number of stop points: JADE and DEEM. For JADE and DEEM, we tested three fixed numbers of stop points: $k_{\text{min}}$, $k_{\text{max}}$, and $(k_{\text{min}} + k_{\text{max}})/2$ (i.e., $\lfloor \frac{n}{M} \rfloor$, $n$, and $\lfloor \frac{(M+1)n}{2M} \rfloor$). The number of stop points in DEVIPS was variable during the optimization process as previously mentioned. Table IV gives the average and standard deviation of EC derived from the three compared algorithms over 30 runs. In addition, the performance improvement and the statistical test results of DEVIPS against each of JADE and DEEM are presented. Note that, if some IoT devices could not be served in one run, the run is considered to be infeasible. Under this condition, we only give the feasible rate in Table IV.

As shown in Table IV, JADE with $k_{\text{min}}$ stop points and
DEEM with \( k_{\text{min}} \) stop points failed to produce any feasible run. In addition, in the case of \( n = 100, 200, 300, 400, \) and 500, the average EC resulting from JADE with \( k_{\text{max}} \) stop points and DEEM with \( k_{\text{max}} \) stop points is consistently worse than that provided by JADE with \((k_{\text{min}} + k_{\text{max}})/2\) stop points and DEEM with \((k_{\text{min}} + k_{\text{max}})/2\) stop points, respectively. However, when \( n = 600 \) and 700, both JADE with \((k_{\text{min}} + k_{\text{max}})/2\) stop points and DEEM with \((k_{\text{min}} + k_{\text{max}})/2\) stop points cannot provide a 100% feasible rate. The poor performance of JADE and DEEM with a fixed number of stop points signifies that it is not a good choice to set a fixed number of stop points in advance. It is clear that DEVIPS outperforms JADE and DEEM on all instances according to the Wilcoxon’s rank sum test at a 0.05 significance level. Moreover, DEVIPS achieves a 100% feasible rate on all instances. The superior performance of DEVIPS not only suggests that optimizing the number and locations of stop points simultaneously can serve more IoT devices and achieve cost-effective data collection, but also demonstrates the effectiveness of the adaptive adjustment of stop points.

D. Evolution of the Average Number of Stop Points

In this subsection, we investigated the evolution of the average number of stop points of different algorithms. We only considered the algorithms without a preset number of stop points (i.e., VLGA, fGA, JGGA, and DEVIPS). Fig. 5 depicts the evolution of the average number of stop points provided by VLGA, fGA, JGGA, and DEVIPS over 30 independent runs in the case of \( n = 100 \). Note that for VLGA, fGA, and JGGA, in each run, we recorded the number of stop points of the best individual in the population during the evolution. From Fig. 5, it is clear that, overall, the average numbers of stop points of VLGA, fGA, and JGGA, and DEVIPS first decrease and then remain unchanged. Moreover, DEVIPS can quickly obtain a smaller average number of stop points. Different from the previous three algorithms, the average number of stop points in JGGA increases over the course of evolution. This is because JGGA cannot eliminate redundant stop points during the evolution.

E. Effect of the Search Engine

In this subsection, we investigated the effect of the search engine on the performance of DEVIPS. We employed a commonly used search engine, i.e., GA, to replace DE used in DEVIPS. The resultant variant was named GAVIPS. It is worth noting that particle swarm optimization (PSO) needs to use the best individual in the population, but there is no explicit definition of the best individual in our encoding mechanism. Therefore, PSO was not considered. As shown in Table V there is no significant performance difference between DEVIPS and GAVIPS. This is largely because the search space is two-dimensional and both DE and GA can effectively explore such a low-dimensional search space.

F. Effect of the Update Strategy

To study the effect of the update strategy, we tested DEVIPS with six different update strategies in the case of \( n = 100 \). Specifically, in each update, at most one, three, five, seven, and 10 stop points can be updated. Table V shows the corresponding results. The best 100% feasible rate is achieved when five stop points can be updated in each update. When only one stop point can be updated, the performance is not satisfactory. It is interesting to note that the average EC resulting from five update strategies is close to each other, which means that the update strategy has little impact on the performance of DEVIPS.
nine, and 11 individuals were changed in the population. The average EC of each update strategy over 30 runs is presented in Table VI. As shown in Table VI the update strategy that changes at most one individual in each update can provide the lowest EC. In addition, this update strategy is significantly better than the five competitors according to the Wilcoxon’s rank sum test at a 0.05 significance level. The comparison reveals that drastic changes of the population size may lead to performance degradation; thus, DEVIPS only changes at most one individual in each update.

VII. CONCLUSION

In this paper, a DE algorithm with a variable population size, named DEVIPS, was proposed to optimize the number and locations of stop points for the UAV’s deployment in a UAV-assisted IoT data collection system simultaneously. The main characteristics of DEVIPS can be summarized as follows:

1) First, we proposed a new encoding mechanism, in which the location of each stop point is treated as an individual, meaning the whole population represents an entire deployment.

2) After that, the dimension of the search space is equal to two, and the population size is equal to the number of stop points. This paper transformed the optimization of the number of stop points into the adjustment of the population size. Then, we proposed a strategy to adaptively adjust the population size.

3) DE was utilized to optimize the locations of stop points in a two-dimensional search space.

DEVIPS was applied to a set of instances with different numbers of IoT devices and compared with two approaches, with special mutation and crossover operators, and an approach with auxiliary variables. The experimental results demonstrated that DEVIPS had the best performance. Subsequently, DEVIPS was compared with two approaches with a preset number of stop points. The experimental results not only indicated that optimizing the number and locations of stop points simultaneously is beneficial for improving system performance, but also verified the effectiveness of the adaptive adjustment of stop points in DEVIPS. In addition, three experiments were conducted to study the evolution of the number of stop points and the effects of the search engine and update strategy.

The source code can be downloaded from Y. Wang’s homepage: http://www.escience.cn/people/yongwang1.
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