Variability in Basal Melting Beneath Pine Island Ice Shelf on Weekly to Monthly Timescales
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Abstract
Ocean-driven basal melting of Amundsen Sea ice shelves has triggered acceleration, thinning, and grounding line retreat on many West Antarctic outlet glaciers. Here we present the first year-long (2014) record of basal melt rate at sub-weekly resolution from a location on the outer Pine Island Ice Shelf. Adjustment of the upper thermocline to local wind forced variability in the vertical Ekman velocity is the dominant control on basal melting at weekly to monthly timescales. Atmosphere-ice-ocean surface heat fluxes or changes in advection of modified Circumpolar Deep Water play no discernible role at these timescales. We propose that during other years, a deepening of the thermocline in Pine Island Bay driven by longer timescale processes may have suppressed the impact of local wind forcing on high-frequency upper thermocline height variability and basal melting. This highlights the complex interplay between the different processes and their timescales that set the basal melt rate beneath Pine Island Ice Shelf.

Plain Language Summary
Ice shelves—the floating extensions of the Antarctic ice sheet—are melted from beneath when in contact with warm ocean waters. The rate at which they melt is especially important for controlling Antarctica’s contribution to future sea level rise, and extreme basal melting may even be capable of causing the West Antarctic Ice Sheet to rapidly collapse. Here we use the first high resolution time series of basal melting observed beneath Pine Island Ice Shelf in the Amundsen Sea sector of West Antarctica to explore what sets the melt rate on short timescales. We find that during 2014, the local wind patterns are particularly important, as they are capable of changing the ocean temperature beneath Pine Island Ice Shelf. In other years, however, local wind patterns seem less important, highlighting the complex interactions that exist between the ice shelf and the ocean upon which it floats.

1. Introduction
Ice shelves in the Amundsen Sea sector of West Antarctica (Figure 1) are thinning (Paolo et al., 2015; Pritchard et al., 2012; Shepherd et al., 2018). The geographic coherence of the thinning signal (Paolo et al., 2015) implicates changes in ocean forcing as the likely cause. Because these ice shelves buttress the fast-flowing outlet glaciers that drain the West Antarctic Ice Sheet (Fürst et al., 2016), ocean-driven basal melting has triggered acceleration (Mouginot et al., 2014), thinning (McMillan et al., 2014), and mass loss (IMBIE, 2018) from grounded ice upstream, as well as grounding line retreat (Rignot et al., 2014; Scheuchl et al., 2016). This has major implications for marine ice sheet stability (Bamber et al., 2009) and global sea level rise (Shepherd et al., 2012), with some models suggesting Antarctica could contribute >1 m to global mean sea level by 2100 (DeConto & Pollard, 2016). It is, therefore, critically important that we understand the dynamic links and their timescales between basal melting and ocean conditions in the Amundsen Sea.

Pine Island Glacier (PIG) is one of the largest and fastest flowing outlet glaciers in the Amundsen Sea sector. It has exhibited near continuous thinning (Wingham et al., 2009) and intermittent acceleration (Mouginot et al., 2014) over the observational era, and it terminates in the rapidly melting Pine Island Ice Shelf (PIIS; Figure 1). Basal melting beneath PIIS is driven by modified warm Circumpolar Deep Water (mCDW) that is forced onto the Amundsen Sea continental shelf through troughs in the shelf break (Wåhlin et al., 2010; Walker et al., 2013). Separated from the cold and fresh surface Winter Water (WW) layer by a thermocline between 300 and 700 m, the mCDW is guided southward toward Pine Island Bay (PIB) and into the sub-ice shelf cavity through a network of glacially carved troughs (Jacobs et al., 2011; Mallett et al., 2018). Here the mCDW...
layer must pass over a 700-m deep topographic ridge before ultimately reaching the grounding line (Jenkins et al., 2010). The thickness of the mCDW layer that passes over this ridge controls the supply of heat to the grounding line; thus, variability in the depth of the thermocline exerts a strong control on basal melting (De Rydt et al., 2014; Dutrieux, De Rydt, et al., 2014). This variability is now understood to be critically important for ice shelf-ocean interactions in the Amundsen Sea sector (Jenkins et al., 2016). Indeed, when strong variability is superimposed upon a weak background trend, extrema in ocean conditions can trigger step changes in the behaviour of an ice shelf, which cannot be readily reversed by a change in the sign of the background trend.

Thermocline height in PIB and the wider Amundsen Sea varies seasonally and interannually. On seasonal timescales, the mCDW layer upstream of PIB in the northeastern Amundsen Sea is deeper, saltier, and warmer in winter than in summer (Mallett et al., 2018). Closer to PIIS, seasonal changes are less coherent, and hydrographic data collected through seal tagging suggest that conditions are highly variable in space (Mallett et al., 2018). Part of this variability is likely related to the cyclonic gyre that exists in PIB (Heywood...
et al., 2016; Thurnherr et al., 2014), and the combined impact that its mixing, recirculation, and seasonal spin-up and spin-down has on the vertical position of isopycnals and water mass distribution.

On longer timescales, the thermocline in PIIB shoaled between 1994 and 2009 by more than 100 dbar and warmed by 0.45 °C between 200 and 700 dbar (Jacobs et al., 2011). The shoaling allowed more mCDW to flow over the sub-ice shelf ridge, leading to a 50% increase in meltwater production. In contrast, a deepening of the thermocline between January 2010 and 2012 resulted in a 50% reduction in oceanic melting as deduced from hydrographic observations (Dutrieux, De Rydt, et al., 2014) and was the start of a long term cooling trend that by the beginning of 2013 had resulted in a 62% reduction in heat content in front of PIIS (Christianson et al., 2016; Webber et al., 2017). The deepening of the thermocline and the corresponding reduction in heat content has been ascribed to variability in local atmospheric surface forcing, sea ice formation, and ocean circulation in PIIB (Webber et al., 2017), as well as an increase in the strength of easterly winds at the shelf edge suppressing the on-shelf transport of mCDW (Thoma et al., 2008). While models suggest that variability in shelf edge winds is important for setting the basal melt rate beneath many of the Amundsen Sea ice shelves on interannual timescales (Deb et al., 2018; Kimura et al., 2017), it remains somewhat unclear whether these shelf edge winds, or local atmospheric forcing in PIIB itself, are the main driver for setting thermocline height in PIIB on interannual timescales.

Although observations suggests that basal melting was greatly reduced over the same period (2010 to 2013; Dutrieux, De Rydt, et al., 2014), only a small reduction in the flow speed of PIG and its ice shelf was observed (Christianson et al., 2016; Shean et al., 2017). The limited reduction in flow speed (<4%) compared with the change in melt rate highlights the complex relationship that exists between the ocean forcing that sets the melt rate and the dynamic response of the ice shelf-glacier system that also depends on the geometry of the ice shelf and its cavity (Jenkins et al., 2016).

Thermocline depth has also been implicated as the driver of melt rate variability for a number of other ice shelves. A significant decrease in melting beneath Wilkins Ice Shelf (WIS) on the western side of the Antarctic Peninsula was observed in 2000 (Padman et al., 2012). The base of WIS sits within the thermocline that separates the warm mCDW from the cold WW, and it was concluded that a small increase in the depth of this interface drove the reduction in basal melting (Padman et al., 2012). Similarly, interannual variability in the velocity of Totten Ice Shelf, East Antarctica, is sensitive to changes in wind-forced upwelling that shoals the thermocline and increases the volume of mCDW on the continental shelf (Greene et al., 2017), although polynya dynamics may also be important (Khazendar et al., 2013). A comparable process has also been observed in the Amundsen Sea Dotson Trough, with seasonal changes in the vertical Ekman velocity increasing the thickness of the mCDW layer that flows southward toward the Dotson and Getz ice shelves (Kim et al., 2017).

These studies have built a coherent picture of how local and remote forcing of thermocline depth in the vicinity of Antarctic ice shelves can drive seasonal to interannual variability in their basal melt rate. Here we explore whether changes in thermocline depth are also responsible for setting the basal melt rate on shorter, sub-seasonal, timescales. We compare a novel, year-long (2014) time series of basal melt rate beneath PIIS (Lok et al., 2018) with observations from two oceanographic moorings deployed close to the ice shelf front and atmospheric reanalysis data averaged over PIIB (Figure 1). The sub-weekly resolution of the melt rate time series observed using an autonomous phase-sensitive radio echo-sounder (ApRES) allows us, for the first time, to explore the high-frequency response of PIIS to changes in ocean and atmospheric conditions in PIIB. By exploring timescales of variability that have never been studied before, this work significantly improves our understanding of how sub-seasonal atmosphere-ocean forcing interacts with Pine Island Glacier and its ice shelf.

2. Data and Methods

2.1. Autonomous Phase-Sensitive Radio Echo-Sounder (ApRES)

The ApRES was deployed on the outer PIIS in January 2014 at a location approximately 10 km from the ice shelf front where the ice was 492-m thick (ice shelf draft approximately 422 m; 74°58.38'S, 100°59.52'W; Figure 1). Following the method developed by Nicholls et al. (2015), the raw Lagrangian ice shelf thinning rate at two-hourly resolution was derived from the time derivative of the distance between the ApRES antennas and the ice shelf base and includes the basal melt rate signal as well as a component of ice-column vertical strain rate resulting from ice flow and snow compaction. To remove the component of ice-column vertical...
strain rate due to tidal variations, the raw thinning rate was low-pass filtered using a cutoff at 48 hr. At frequencies lower than this, variability in the strain rate component is small compared with the melt rate and varies on a much longer timescale than those of interest here. Overall, the ApRES returned a 323-day time series of ice shelf basal melt rate with an accuracy of ±0.2 m/year.

2.2. Ocean Moorings

In addition to the ApRES, two oceanographic moorings were deployed in PIB between 16 and 18 February 2014 and 2 February 2016, contributing to the continuous time series of ocean measurements in PIB that dates back to 2009 (Heywood et al., 2016; Webber et al., 2017). The southern mooring (75°03.53’S, 102°09.14’W) was deployed within 10 km of the main meltwater outflow from PIIS in 732 m of water, while the northern mooring was deployed in the center of PIB in 956 m of water (74°51.79’S, 102°06.25’W; Figure 1). The moorings were instrumented at discrete depths below 445 m at the northern mooring, and 320 m at the southern mooring (the nominal interval between instruments was 50 to 80 m), and measured temperature, salinity, pressure, and ocean velocity at time intervals ranging from 5 to 30 min (Webber et al., 2017).

Heat content above the surface-referenced freezing point over the depth range \( z_1 \) to \( z_2 \) is calculated from

\[
H = \int_{z_1}^{z_2} \rho_o \Theta c_p (\Theta - \Theta_f) \, dz,
\]

where \( \rho_o \) is the potential density, \( c_p \) the ocean heat capacity, \( \Theta \) the conservative temperature interpolated onto a 1-m depth grid, and \( \Theta_f \) the surface-referenced freezing point calculated using the TEOS-10 equation of state (McDougall & Barker, 2011). Since the freezing point depends upon salinity, which was not observed by the majority of the mooring instruments, the method of Webber et al. (2017) was used to infer salinity directly from temperature. Assuming an uncertainty in salinity of ±0.3 g/kg, the uncertainty in the freezing point is ±0.02 °C.

The direction of PIG-wards flow at each mooring location is defined as the angle between geographic north and the maximum in the horizontal velocity variance ellipse in the direction of PIIS (Figure 1b; Webber et al., 2017). For the southern and northern mooring, respectively, this direction is 87° and 129°. Small changes in the angle of PIG-wards flow do not affect the results of this study.

2.3. Atmospheric Reanalysis Products

To complement the observations, the surface heat flux averaged over PIB (74.0°–75.2°S, 105.0°–101.8°W; Figure 1) was derived from the latest European Centre for Medium-Range Weather Forecasts (ECMWF) climate reanalysis product, ERA5 (ECMWF, 2018a), the Climate Forecast System Reanalysis (CFSR; Saha et al., 2010), and from the method described by Tamura et al. (2008, 2011). A comparison with the limited observations in the region has shown that ERA-Interim (the precursor to ERA5; Dee et al., 2011), and CFSR are the best performing reanalysis products over the Amundsen Sea, and ERA5 is known to perform better than ERA-Interim in the troposphere (ECMWF, 2018b). Nevertheless, the reanalysis products still contain large uncertainties and biases due to, for example, sparse observational constraints and the coarse resolution in near-coastal regions (Jones et al., 2016).

The surface heat flux is defined as

\[
Q_{\text{net}} = Q_{\text{SW}} (1 - \alpha) + Q_{\text{LW}} + Q_{\text{L}} + Q_{\text{S}},
\]

where \( Q_{\text{SW}} \) is the incoming shortwave radiation, \( \alpha \) the albedo, \( Q_{\text{LW}} \) the outgoing longwave radiation, \( Q_{\text{L}} \) the latent heat flux, and \( Q_{\text{S}} \) the sensible heat flux. Positive values of \( Q_{\text{net}} \) indicate heat input to the ocean. The land mask from each reanalysis products is used to blank values over land.

In addition, the vertical Ekman velocity derived from ERA5 and CFSR is calculated from the surface wind stress curl as

\[
w_{\text{ek}} = \frac{1}{\rho f_\Omega} \left( \frac{\partial \tau_y}{\partial x} - \frac{\partial \tau_x}{\partial y} \right),
\]

where \( \rho \) is density, \( f_\Omega \) the Coriolis parameter, \( \tau_y \) the meridional atmosphere-ocean wind stress, and \( \tau_x \) the zonal atmosphere-ocean wind stress. Derivatives are calculated using first differences. The land mask from
each reanalysis product is used to blank values over land, meaning that \(w_e\) is not computed for grid cells next to the coast. Therefore, in this study we are not considering the role of coastal upwelling and downwelling, a choice that is justified by the relatively poor representation of the coastline in the different reanalyses. In ice covered waters, the atmosphere-ocean wind stress is modified by the presence of sea ice. In this case the total ocean surface stress is given by a combination of the atmosphere-ocean wind stress over open water and the ice-ocean stress over sea ice (Kim et al., 2017). Calculating the ice-ocean stress, however, requires an estimate of the ice drift velocity, which has a native resolution of 25 km (Tschudi et al., 2016) and is not available in the area of PIB where we calculate the vertical Ekman velocity. Therefore, here we only consider the contribution of the atmosphere-ocean wind stress curl to the vertical Ekman velocity. Given the presence of the polynya in PIB that reduces the sea ice concentration (Figure 2) and the strong correlation that we observe in this paper between the melt rate and the vertical Ekman stress calculated from wind stress curl alone, we believe that the missing ice-ocean stress does not play a leading order role here.

2.4. Magnitude-Squared Coherence

The magnitude-squared coherence estimates the degree of linear correlation between two time series \(x\) and \(y\) as a function of frequency. It is calculated as

\[
C_{xy}(f) = \frac{|P_{xy}(f)|^2}{P_{xx}(f)P_{yy}(f)},
\]

where \(P_{xy}(f)\) is the cross-spectral density of \(x\) and \(y\) at frequency \(f\) and \(P_{xx}(f)\) and \(P_{yy}(f)\) are the power spectral densities of \(x\) and \(y\), respectively. The squared coherence at any frequency represents the fraction of variance in \(x\) ascribable to \(y\) at that frequency. The 95% significance level is estimated through a bootstrap method. One time series, \(y\), is randomly reordered many times to create a group of synthetic time series that have no correlation with \(x\). The coherence between \(x\) and all the synthetic reordered time series is then calculated. This provides a distribution of coherence for all frequencies of the uncorrelated series, from which the significance level is derived.

The frequency-dependent time lag between \(x\) and \(y\) is calculated from the phase of the cross spectrum, \(P_{xy}(f)\), as

\[
\phi(f) = \tan^{-1}\left(\frac{\Im P_{xy}(f)}{\Re P_{xy}(f)}\right).
\]

where \(\Im\) is the imaginary part, \(\Re\) is the real part, and we use a four-quadrant inverse tangent.

All time series presented in this study (ApRES, oceanographic, and atmospheric reanalysis) have been treated identically, apart from the ApRES thinning rate which has been additionally low-pass filtered with a cut-off at 48 hr to remove the component of vertical strain rate due to tidal variations. Daily averaged time series are used in the calculation of the magnitude-squared coherence to ensure each of the different time series are on the same temporal basis.

3. Results

3.1. Basal Melt Rate and Thermocline Depth

Basal melting beneath PIIS at the location of the ApRES shows considerable variability around a mean melt rate of 3.1 m/year (95% confidence interval: 3.06 m/year to 3.18 m/year; Figure 3a). As the ApRES is located only 10 km from the ice shelf front (Figure 1), the mean melt rate is significantly lower than the highest melt rates observed nearer the grounding line (Dutrieux et al., 2013). With the caveat that the time series is only one year long, there is no indication of an annual cycle. Strong variability exists at monthly to weekly frequencies, with a prominent peak in the variance-preserving form of the melt rate power spectrum at a frequency...
Beneath the ApRES the ice shelf draft is approximately 422 m, and thus the base of the ice shelf sits within the upper mCDW thermocline (Dutrieux, De Rydt, et al., 2014; Jacobs et al., 2011; Figure 5c). Variability in the depth of the thermocline is characterized by calculating the integrated ocean heat content over the shallowest 150 m of the water column covered by each oceanographic mooring (Figures 3b and 5). A deeper thermocline is characterized by a reduced heat content, as the cold WW layer penetrates further into the water column and creates conditions that favor weaker melting. In contrast, a shallower thermocline leads to a thicker mCDW layer, higher heat content, and melting-favorable conditions. Variability in the ocean heat content is well correlated with the basal melt rate at both mooring locations, with the magnitude-squared coherence (Figures 3c and 3d) showing significant peaks at both monthly (0.05 day $^{-1}$) and weekly (0.2 to 0.3 day $^{-1}$) frequencies. We conclude that variability in thermocline depth is responsible for setting the basal melt rate on weekly to monthly timescales.

The correlation between heat content and melt rate is stronger for the southern mooring than for the northern mooring. We attribute this difference to the differing observational depths in comparison to the ice shelf draft at the location of the ApRES (422 m; black dashed line in Figure 5). While at the southern mooring the shallowest observational depth in 2014 was 320 m, 100 m shallower than the ice shelf draft, at the northern mooring the shallowest observational depth was 448 m, nearly 30 m deeper than the ice shelf draft (Figure 5). We postulate that at these greater depths, the processes that drive thermocline variability at sub-seasonal timescales are less readily felt, likely due to a reduction in the strength of the stratification and the attenuation of Ekman-
driven heave with depth. As a result, the correlation between heat content and melt rate for the northern mooring is suppressed compared with that for the southern mooring. Logically, as the draft of PIIS increases with distance from the ice shelf front (Figures 1b and 1c), this suggests that a geographical limit will eventually be reached, beyond which the ice shelf base is too deep to be affected by high-frequency variability. Thus, the mechanisms discussed in this paper are most applicable to the outer PIIS (i.e., mostly seaward of the sub-ice shelf topographic ridge).

3.2. Drivers of Melt Rate Variability

At the weekly to monthly timescales being considered here, there are several major oceanic processes that can significantly alter the depth of the thermocline and thus the basal melt rate: atmosphere-ice-ocean surface heat fluxes that drive sea ice production and melt, dynamic forcing of the thermocline through Ekman pumping, and changes in advection of mCDW toward PIIS. Based on the available observations in this study, changes in advection of mCDW do not appear to be important for setting the basal melt rate at monthly timescales: the magnitude-squared coherence between melt rate and PIG-wards current velocity at a depth of 650 m at the northern oceanographic mooring (the shallowest velocity observation available) does not exceed 0.1 (not shown). While it is possible that advection of mCDW may be relatively more important at depths shallower than 650 m, we cannot assess its role further here.

ERA5- (ECMWF, 2018a), CFSR- (Saha et al., 2010), and Tamura- (Tamura et al., 2008, 2011) derived surface heat flux anomalies averaged over PIB (black box in Figure 1a) all show a clear annual cycle around mean values of $-23.6 \ W/m^2$, $-82.5 \ W/m^2$, and $-41.6 \ W/m^2$, respectively (Figure 6a).

The discrepancies in the mean value are due to the errors that are inherent to all reanalysis products in this region (Jones et al., 2016). Despite this, anomalies in the different reanalysis products are well correlated, and the average magnitude-squared coherence between the surface heat flux anomalies and the basal melt rate is significant at monthly timescales ($0.05 \ day^{-1}$; Figure 6c).
The sign of the correlation, however, is negative. Therefore, while surface heat flux anomalies are coherent with the basal melt rate, they cannot be responsible for driving the observed variability. When the heat content is higher (shallower thermocline; Figure 3b) and melt rate is elevated (e.g., early May or late June 2014; Figure 3a), the surface heat flux anomalies are negative (Figure 6a). Negative anomalies indicate greater heat loss from the ocean, which during these autumn and winter months should act to deepen the thermocline through sea ice formation and convective heat loss. The result should be a reduction in melt rate, contrary to what is observed. Similarly, when heat input to the surface ocean is greater (e.g., late February or mid-March 2014; Figure 6a), we see reduced, rather than elevated, basal melting (Figure 3a). Therefore, while surface heat flux anomalies undoubtedly affect surface ocean conditions in PIB, our observations suggest that they do not propagate far enough into the water column on the timescales considered here to affect basal melting at the location of the ApRES. Indeed, if surface heat fluxes were the major driver, we might expect to see an imprint of their annual cycle on the basal melt rate, as the annual cycle is substantially larger in magnitude than the individual peaks and troughs in the surface heat flux anomaly time series (Figure 6a).

In contrast, positive correlation is observed between the basal melt rate and the vertical Ekman velocity anomalies derived from ERA5 and CFSR and averaged over PIB (Figure 6b). Although the mean vertical Ekman velocity is positive (1.4 m/day and 1.2 m/day for ERA5 and CFSR, respectively), and likely important for the formation of the cyclonic gyre found in front of PIIS (Heywood et al., 2016; Naveira Garabato et al., 2017; Thurnherr et al., 2014), when the vertical Ekman velocity is anomalously strong (e.g., early May 2014),
the basal melt rate is elevated. When vertical Ekman velocity is anomalously weak (e.g., September 2014), the basal melt rate is reduced. The average magnitude-squared coherence between the vertical Ekman velocity and the basal melt rate (Figure 6d) shows strong peaks at both the monthly (0.05 day$^{-1}$) and synoptic/weekly (0.2 day$^{-1}$) frequencies.

The average phase lag derived from the cross spectrum (not shown) that is associated with the peak in coherence at monthly timescales is 23.6°, indicating that the basal melt rate lags changes in the vertical Ekman velocity by 1.4 days. Similarly, the average phase lag at synoptic timescales is 89.9°, corresponding to a comparable time lag of 1.3 days. This suggests that a strong dynamic coupling exists between local wind-driven changes in the thermocline depth over PIB and basal melting at the location of the ApRES. Simple geostrophic adjustment theory would suggest that the 50-km wide gyre in PIB (Heywood et al., 2016; Thurnherr et al., 2014) should adjust to a change in the vertical Ekman velocity on the timescale of 2 to 3 days, while a thermocline anomaly associated with a baroclinic Kelvin wave would take approximately 1 day to propagate from PIB into the sub-ice shelf cavity (see Appendix A for more details). Both of these processes are consistent with the phase lag estimates presented above.

We therefore propose that dynamic adjustment of the thermocline to local wind forcing over PIB was the dominant, short-timescale control on observed basal melt rate throughout 2014. During periods of high basal melting, strong southeasterly winds associated with deeper and more easterly positioned synoptic-scale cyclones at the shelf break drive stronger local Ekman upwelling through an elevated wind-stress curl (Figure 7a). The elevated vertical Ekman velocity shoals the thermocline and creates a warm anomaly that is rapidly propagated into the sub-ice shelf cavity within approximately 2 days. The warm anomaly increases the heat content/thermal driving at the base of the ice shelf, generating a peak in the basal melt rate (thermal driving is the difference between the in situ temperature and freezing point). In contrast, weaker cyclones at the shelf break drive periods of low basal melting. The reduction in local Ekman upwelling leads to a deepening of the thermocline and the formation of a cold anomaly that propagates into the cavity and lowers the heat content/thermal driving at the base of the ice shelf (Figure 7b). Overall, the magnitude-squared coherence indicates that variability in the vertical Ekman velocity can explain 74% of the variance in the observed melt rate at monthly timescales, and 64% at synoptic timescales. The remaining fraction of variance in the basal melt rate that cannot be attributed to variability in the vertical Ekman velocity is likely associated with secondary processes not discussed here, such as coastal upwelling and downwelling.

While there is strong coherence between the vertical Ekman velocity and the basal melt rate at weekly frequencies (Figure 6d), the relative size of the peak at these frequencies in the variance preserving form of the power spectra is much larger for the basal melt rate (Figure 4) than for the vertical Ekman velocity (not shown). This suggests that the basal melt rate responds preferentially to variability in the wind forcing at weekly frequencies, and this preferential response is likely related to the complex adjustment processes through which variability in the vertical Ekman velocity sets the basal melt rate.

Figure 7. Composite vertical Ekman velocity, surface pressure, and wind vector maps. Mean spatial pattern of the vertical Ekman velocity anomaly (filled contours), 10-m wind vectors (black arrows), and sea level pressure (colored contour lines) derived from ERA5 during (a) peaks (>5 m/year) and (b) troughs (<2 m/year) in the 2014 basal melt rate time series.
The local nature of the forcing is reinforced by examining the 2014 spatial correlation between the 10- to 15-day low-pass filtered melt rate time series (Figure 3a), and the similarly filtered time series of vertical Ekman velocity anomalies derived from ERA5 at every point in the Amundsen Sea (Figure 8). The correlation is strongest near PIIS ($r = 0.5$) and decreases with distance from the ice shelf front. The tongue of positive correlation that extends eastward from the Amundsen Sea is due to autocorrelation within the vertical Ekman velocity field. The negative correlation north of the Amundsen Sea arises from the tendency of the vertical Ekman velocity in this region to have a sign opposite to that in front of PIIS.

The occurrence of strong winds during periods of elevated basal melting (Figure 7a) explains the coherence (but negative correlation) that is observed between the basal melt rate and atmosphere-ice-ocean surface heat fluxes. Strong winds (especially those during winter) increase heat loss from the surface ocean through elevated latent and sensible heat fluxes (negative $Q_{\text{net}}$ in Figure 6a) and should lead to conditions favorable for reduced basal melting (vice versa for weak winds). However, the heat loss cannot penetrate deep enough to affect the basal melt rate on the short timescales of interest here, and its effect is offset by the Ekman-induced shoaling of the thermocline that drives elevated basal melting.

### 3.3. Long-Term Context

As direct observations of basal melt rate are not available beyond 2014, it is not clear what role local wind forcing may play in other years. It is well known that processes such as shelf edge winds (Wåhlin et al., 2013), equatorial Pacific teleconnections (Steig et al., 2012), atmosphere-ocean heat fluxes, sea ice formation, and changes in local ocean circulation (Webber et al., 2017) are all important in determining the depth of the mCDW thermocline on annual to interannual timescales, and this may have a significant impact on the high-frequency coupling between local winds, thermocline depth, and basal melt rate beneath the outer PIIS.

To explore the longer-term context, we utilize data from the oceanographic moorings in PIB that date back to 2009. In particular, we examine the 2012 to 2016 coherence between the vertical Ekman velocity derived from ERAS and CFSR and the time series of ocean heat content (i.e., thermocline depth) integrated between 375 and 525 m at the southern mooring in PIB (Figure 9a). The analysis is restricted to begin in 2012 as sufficiently shallow observations are not available prior to this date, and the integration range is slightly deeper than that used earlier due to iceberg dragging of the mooring in 2016 (Figure 5b). The 4 year-long time series is split into 214 individual overlapping yearly segments each separated by 5 days, and the coherence is calculated for each segment independently (Figures 9b and 9c).

While strong coherence at monthly timescales is very prominent during 2014, it is less clear during 2012, 2013, and 2015. During these periods PIB underwent intense cooling (Dutrieux, De Rydt, et al., 2014; Webber et al., 2017; Figure 5), and the integrated ocean heat content in PIB is substantially lower (Figure 9a), indicating a deeper thermocline. Thus, it appears that 2014 may have been a somewhat anomalous year, with local wind forcing setting the variability in the basal melt rate at short timescales. During other years, a wider, long-term deepening of the thermocline in PIB driven by longer timescale processes may have reduced the sensitivity of its depth to local wind forcing, suppressing the high-frequency coupling between winds and basal melt rate beneath the outer PIIS. This highlights the complex interplay that exists between the processes that set the basal melt rate on different timescales. Extending the observational time series of basal melt rate is critical to improve our understanding of the long-term interaction between these processes.

### 4. Discussion

From the available data, we are confident that during 2014 a strong dynamic coupling existed between changes in local wind forcing over PIB and variability in the basal melt rate beneath the outer PIIS. We acknowledge, however, that the exact mechanism by which variability in the vertical Ekman velocity sets the basal melt rate is not well understood. Here we have adopted the simplest possible explanation:
variability in the vertical Ekman velocity sets the depth of the thermocline and thus the heat content/thermal driving at the base of the ice shelf. Given the importance of understanding the atmosphere-ocean-ice interactions that are responsible for driving the widespread thinning of Antarctic ice shelves, a more detailed study of the pertinent processes and their timescales is warranted. Such a study will necessitate the development of a long-term oceanographic monitoring program beneath PIIS, or a high-resolution ice shelf-ocean model that accurately resolves the important exchange processes that occur at the ice front. Nevertheless, by multiplying the time-integrated vertical Ekman velocity by the mean temperature gradient over the mCDW thermocline, we can provide an upper-bound estimate on the change in basal melt rate that can be driven by variability in thermocline depth. For example, between 25 April and 6 May 2014, the vertical Ekman velocity caused the thermocline to deepen by about 15 to 25 m over PIB, depending on the reanalysis product (Figure 6b). With a mean thermocline temperature gradient of $5.4 \pm 2.6 \times 10^{-3} \, ^\circ C/m$ at the southern mooring, this corresponds to a temperature anomaly of $0.11 \pm 0.06 \, ^\circ C$. Using the canonical three-equation melt rate model (Jenkins, Nicholls, et al., 2010) with parameters suitable for beneath PIIS (Stanton et al., 2013; see Appendix B), an upper bound estimate of the change in melt rate due to this temperature anomaly

Figure 9. Long-term coherence between the vertical Ekman velocity and integrated ocean heat content. (a) Long-term time series of vertical Ekman velocity derived from ERA5 (red) and ocean heat content integrated between 375 and 525 m at the southern oceanographic mooring in Pine Island Bay (blue). (b, c) Coherence as a function of time between the ocean heat content at the southern mooring integrated between 375 and 525 m (blue line in panel a) and the vertical Ekman velocity derived from (b) ERA5 (red line in panel a) and (c) CFSR (time series not shown in panel a for clarity). White contours indicate where the coherence is statistically significant at the 95% confidence level, and the red lines indicate the period of time the melt rate was observed directly with the ApRES. The coherence at each point in time represents the coherence derived from a 1-year time series of ocean heat content and vertical Ekman velocity centered on that date.
is 4.1 ± 2.7 m/year. This is on the order of the observed increased in melt rate over the same period (6 to 7 m/year), confirming that changes in thermocline depth are sufficient to drive the observed variability in basal melting.

Basal melting beneath PIIS is highly variable in space (Dutrieux et al., 2013; Dutrieux, Stewart, et al., 2014; Shean et al., 2017), with basal channels modulating the large-scale mean melt rate by 40%–50%. As the ApRES was located on the flank of a channel (Figures 1b and 1c), it is possible that the observed variability in the basal melt rate is not representative of the variability over a wider geographical area. However, given the nature of the local wind forcing and its strong geographic coherency over PIB and parts of the wider Amundsen Sea embayment, there is reason to believe that the short-term temporal variability is coherent over the outer PIIS. Nevertheless, further observations of basal melt rate will be required to confirm whether this is the case. Any geographic coherency, however, is unlikely to extend all the way to the grounding line, as the increasing depth of the ice shelf base will eventually insulate the melt rate from the effects of the short-term variability discussed here. Instead, variability in this region is likely to be more subdued and geographically patchy as the deep inflow of mCDW interacts with the topographically controlled buoyant plumes of meltwater that rise up the steeply sloping ice shelf base (Jenkins, 1991). While thinning near the grounding line is critically important for the stability and evolution of Pine Island Glacier and its ice shelf (De Rydt et al., 2014; Favier et al., 2014), it is not clear whether high-frequency variability in the basal melt rate beneath the outer PIIS can have a similar effect. Modeling studies that include both the long-term processes and the short-timescale forcing discussed here will help us address these questions in the future.

5. Conclusion

Here we have presented a point time series of basal melt rate at sub-weekly resolution from beneath the outer PIIS during 2014 and have explored the dynamic coupling between the melt rate and atmosphere-ocean conditions on weekly to monthly timescales. We propose that adjustment of the thermocline to local variability in the vertical Ekman velocity over PIB is the dominant control on basal melting. Deeper and more easterly positioned synoptic scale cyclones at the shelf break drive stronger Ekman upwelling, a shallower thermocline, and elevated basal melting. In contrast, weaker cyclones result in reduced Ekman upwelling, a deeper thermocline, and lower basal melting. The variability in the vertical Ekman velocity offsets the effect of atmosphere-ice-ocean surface heat fluxes. During other years (2012, 2013, and 2015), annual to interannual variability in the depth of the thermocline in PIB reduces the sensitivity of the melt rate beneath the outer PIIS to local wind forcing, removing the high-frequency coupling observed here. These years are anomalous themselves, however, exhibiting substantially colder conditions in PIB than during any of the preceding three years (2009 to 2011; Figure 5). During these warmer years the thermocline was shallower, and we might expect to have seen a greater sensitivity of the melt rate to local wind forcing. If the thermocline was too shallow, however, local wind-forced variability in thermocline height may not have been able to propagate under the ice shelf, reducing the sensitivity of the melt rate to its variability. Therefore, 2014 may have been a year characterized by a thermocline height that was perfectly positioned for the short (weekly to monthly) timescale variability discussed here to impact the melt rate beneath the outer PIIS. This highlights the complexity of the processes and the timescales involved in the ice-ocean-atmosphere system that ultimately sets the basal melt rate beneath PIIS. It is therefore important to continue exploring the dynamics of this system, so that we can understand fully the role that PIIG and other major outlet glaciers found in the Amundsen Sea (e.g., Thwaites) and around the wider Antarctic continent will continue to play in sea level rise over the coming decades.

Appendix A: Adjustment Timescales

A1. Kelvin Wave Phase Speed

The phase speed of a baroclinic Kelvin wave is given by

\[ c = \sqrt{g' h} \]

where \( g' \) is the reduced gravity and \( h \) is a representative depth scale. In PIB, where the reduced gravity is 0.002 m/s² and the depth of the thermocline is 700 m (Thurnherr et al., 2014), a Kelvin wave will have a
phase speed of approximately 1.14 m/s. Assuming a representative horizontal scale of 100 km, a thermocline anomaly associated with a Kelvin wave will therefore take approximately 1 day to propagate from PIB into the sub-ice shelf cavity.

A2. Geostrophic Adjustment Timescale

The geostrophic adjustment problem describes the process by which a fluid adjusts from an initial unbalanced disturbance toward a final quasi-steady geostrophic state (Rossby, 1938). In the context of this study this would be the adjustment of the gyre found in PIB to a perturbation in the density field driven by a change in the vertical Ekman velocity. The timescale for adjustment within a distance on the order of the Rossby radius from the disturbance is given by the inertial period:

$$\frac{2\pi}{f}$$

where $f$ is the Coriolis parameter. In PIB where the baroclinic Rossby radius

$$a = c|f^{-1}|$$

($c$ is the baroclinic Kelvin wave speed) is 8.2 km and the inertial period is 12 hr, the adjustment timescale for the gyre in PIB that has a representative horizontal scale of 50 km would be 3 days.

Appendix B: Three-Equation Melt Rate Model

The three-equation melt rate model parameterizes basal melting at the ice-shelf ocean interface as a function of thermal driving (the different between the in situ temperature and the in situ freezing point in the mixed layer beneath the ice shelf base) and current velocity (Jenkins, Nicholls, et al., 2010). While these observations are not available from the location of the ApRES, we take representative values of 1.4 °C and 0.13 m/s observed 2.3 m beneath the base of Pine Island Ice Shelf at a location with a similar ice draft (Stanton et al., 2013). The melt rate also depends on the nondimensional Thermal Stanton number, which we vary between $4.5 \times 10^{-4}$ and $1.3 \times 10^{-3}$ due to the unknown drag coefficient at the ice shelf-ocean interface.
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