RISE-Based Integrated Motion Control of Autonomous Ground Vehicles With Asymptotic Prescribed Performance

Chuan Hu®, Hongbo Gao®, Jinghua Guo®, Hamid Taghavifar®, Member, IEEE, Yechen Qin®, Member, IEEE, Jing Na®, Member, IEEE, and Chongfeng Wei

Abstract—This article investigates the integrated lane-keeping and roll control for autonomous ground vehicles (AGVs) considering the transient performance and system disturbances. The robust integral of the sign of error (RISE) control strategy is proposed to achieve the lane-keeping control purpose with rollover prevention, by guaranteeing the asymptotic stability of the closed-loop system, attenuating systematic disturbances, and maintaining the controlled states within the prescribed performance boundaries. Three contributions have been made in this article: 1) a new prescribed performance function (PPF) that does not require accurate initial errors is proposed to guarantee the tracking errors restricted within the predefined asymptotic boundaries; 2) a modified neural network (NN) estimator which requires fewer adaptively updated parameters is proposed to approximate the unknown vertical dynamics; and 3) the improved RISE control based on PPF is proposed to achieve the integrated control objective, which analytically guarantees both the controller continuity and closed-loop system asymptotic stability by integrating the signum error function. The overall system stability is proved with the Lyapunov function. The controller effectiveness and robustness are finally verified by comparative simulations using two representative driving maneuvers, based on the high-fidelity CarSim–Simulink simulation.

Index Terms—Autonomous ground vehicles (AGVs), lane keeping, neural network (NN), prescribed performance control (PPC), robust integral of the sign of the error (RISE), roll control.

I. INTRODUCTION

RECENT vehicular technologies in both the cyber and physical systems and insistent society demands for the transportation security and efficiency [1]–[3] have greatly accelerated the advancement of autonomous ground vehicles (AGVs) [4], [5]. Complex traffic environment and challenging driving scenarios have brought about higher requirements for AGVs in terms of safety, intelligence, and efficiency [6]–[9]. In this sense, high-performance motion control becomes increasingly important for guaranteeing a safe and robust autonomous driving maneuver [10]. Especially, the integrated vehicle dynamics control in the yaw and roll planes which can further improve the vehicle’s overall stability and safety have obtained more research focus and effort [11]–[13].

As the most basic control objective of AGVs, the lane-keeping control is designed to maintain the vehicle to stay on the center line of the desired lane in the presence of inevitable tire sliding effects, system uncertainties, and unknown disturbances [14], [15]. Different lane-keeping control strategies [16]–[21] were proposed previously for various driving scenarios. However, previous literature on the lane keeping or path following control mostly investigated the vehicle dynamics in the yaw plane only, and neglected the roll dynamics or load transfer [19], [22]. Actually, the rollover is a crucial concern for the vehicle design community, which although constitutes only a small proportion of all accidents but constitutes a large proportion of all deaths, as it easily causes severe or fatal injuries. The high fatality rate of the vehicle rollover makes it one of the most dangerous accident types, which whereas was less studied in the autonomous driving control of AGVs. Several vehicle motion control strategies with rollover prevention were proposed for a passenger or heavy vehicles [23]–[25]. However, few related research investigated the roll dynamics control or rollover prevention in the lane-keeping control of AGVs. To the best of our knowledge, there is hardly any literature which combines the lane-keeping control with the vehicle roll dynamics control for AGVs. Integrating multiple dynamics in the motion control of AGVs will complicate the controller design, since more system uncertainties, nonlinearities, disturbances, and dynamics couplings will be involved which may further deteriorate the system stability and transient performance.
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Recently, a robust integral of the sign of the error (RISE) control methodology was developed in [26] to compensate for system uncertainties and disturbances. The particular feature of the RISE approach is that it can use the integral of the sign function of the feedback error to assure asymptotic stability. Furthermore, compared with traditional sliding mode control (SMC) approaches, RISE can generate the control continuity, which thus can avoid the chattering effects caused by infinite fast control switching. Very few previous literature had adopted RISE strategy in ground vehicles or autonomous vehicles. In [27], an asymptotically stable controller was proposed for autonomous path following of an unmanned ground vehicle (UGV) using RISE feedback and vector field. In [28], an adaptive feedforward term and a RISE feedback term were combined to yield an asymptotic tracking control for four-wheel steering (4WS) vehicles, which can improve the tracking performance and reduce the control effort. Nevertheless, in previous research on motion control of AGVs, the roll control was not considered, and no literature had considered the transient performance improvement [29] in RISE control, which can further improve the transient tracking performance and robustness. Although RISE control can achieve the asymptotic steady-state convergence, the transient convergence performance is not guaranteed. Especially, when the control input incorporates the online adaptation process, the potential large overshoot and sluggish response may cause implementation difficulties [30].

According to the literature review, it can be found that the lane-keeping control or roll stability control seldom considered the transient performances of the tracking errors, which greatly influence the vehicle safety, mobility efficiency, and ride comfort in practice. Constraining the tracking errors and crucial states in terms of the overshoots and steady-state values can effectively reduce the collision or rollover possibility of AGVs, and improve the trajectory tracking accuracy, vehicle stability, and safety. Recently, a specific state constraint control technique was developed in [31] based on a peculiarly constructed PPF. The developed prescribed performance control (PPC) technique has attracted much attention in the autonomous vehicle system control [32]–[36]. PPC has been increasingly combined with the neural network (NN) [37] to enhance the performance and robustness in the presence of uncertainties or disturbances [38], [39]. It can asymptotically converge the tracking errors to zero and restricted them within the PPF boundaries, which can potentially be utilized in the motion control of AGVs to enhance the tracking performance and safety.

However, the PPF-based control approaches are likely to encounter singularity problems as the controlled variables may pass through the prescribed boundaries. Furthermore, the steady-state error of conventional PPC may only be maintained in a small but nonzero bound, while it is hard to guarantee the property of the asymptotic convergence [32], [40]. In addition, the previous literature on PPC control usually needs the exact information of the initial conditions of the controlled states [31]–[35], [38], which are explicitly incorporated in the nominal performance function. Whereas, the exact initial conditions may be hard to obtain for motion control of AGVs, that is, some important states, such as the roll angle or sideslip angle are hard to measure, or the initial values of the controlled states may have large measurement errors due to the unknown sensor noise, draft, or inaccuracies in the sensor’s initialization phase. That can deteriorate the control performance or even affect the system stability. Therefore, how to concurrently tackle those restrictions and problems needs further investigations.

To this end, this article has proposed a PPF-based RISE control to achieve transient performance improvement and asymptotic steady-state convergence simultaneously. To the best of our knowledge, it is the first time that PPF-based control is adopted in the motion control of AGVs to enhance the path-tracking performance, considering the vehicle lateral, yaw and vertical dynamics simultaneously. Moreover, the proposed PPF control can remedy the stringent requirement on the initial conditions and achieve asymptotic convergence in comparison to the standard PPF methods. The contributions and features of this article can be summarized into the following three aspects.

1) A new PPF is proposed to transform the tracking errors and controlled states without the information of the exact initial values, and then constrain them within the prescribed asymptotic bounds. Compared with the traditional PPC control, the proposed approach has avoided the requirement on the initial condition in the nominal PPF design, which then can effectively make the controller more practical robust and insensitive to uncertain or unknown initial conditions.

2) A modified radial basis function (RBF) NN approach is proposed to approximate the system disturbance, with fewer adaptive parameters to be updated online. Compared with the multilayer NN approach, this single parameter adaptive estimator can make the number of online adaptive parameters drop to only one for each single control input, considerably reducing the computational cost and simplifying the adaptation law design.

3) The PPF and NN are incorporated into the RISE control design, which enables the tracking errors to be constrained in prescribed boundaries and converged to zero asymptotically in the steady state. This feature improves the standard PPF control designs, where the tracking error only converges to a prescribed performance set in steady state, and also improves the transient performance of the standard RISE control scheme by enabling the transient performance to be prescribed. The asymptotic convergence of the closed-loop system using the proposed controller is proved with the Lyapunov approach, while the transient performance can be prescribed and strictly guaranteed even in the presence of unknown disturbances. The effectiveness of the proposed controller has been verified through high-fidelity comparative simulations on the CarSim platform.

The rest of this article is organized as follows. The lane-keeping kinematics, vehicle lateral, and roll dynamics are modeled in Section II. The main theoretical results about the PPF and NN-based RISE control design for the integral lane
keeping and roll control in Section III. The comparative simulations with a high-fidelity SUV model with CarSim–Simulink are implemented in Section IV. Followed is the conclusion in Section V.

II. PROBLEM FORMULATION

The lane-keeping kinematics model of AGVs can be described by Fig. 1. The lateral offset \(e\) is defined as the closest distance from the center of gravity (CG) to the desirable trajectory. The heading error \(\psi\) represents the error between the real heading \(\psi_h\) and reference heading \(\psi_d\), that is, \(\psi = \psi_h - \psi_d\). \(v_x, v_y, \beta,\) and \(\omega_z\) are the longitudinal velocity, lateral velocity, sideslip angle, and yaw rate, respectively. \(\sigma\) refers to the curvilinear coordinate of the point of tangency \(T\) from a predefined point. The curvature of the desirable path is defined as \(\rho(\sigma)\) as it changes with the curvilinear coordinate \(\sigma\). The heading error can usually be assumed small in the lane-keeping maneuver, then its kinematics can be described by

\[
\dot{e} = v_x \psi + v_y, \quad \dot{\psi} = \omega_z - \rho(\sigma)v_x.
\]  

The lane-keeping control objective represents maintaining the vehicle to follow the predefined path asymptotically, that is, to employing an suitable control approach to asymptotically and globally stabilize the lane-keeping errors to zero.

In this article, a 2-degree of freedom (DoF) “bicycle” model [41] is adopted to describe the vehicle dynamics in the yaw plane as shown in Fig. 2. \(m\) and \(I_z\) represent the total vehicle mass and inertia moment about the yaw axis through the CG, respectively. \(l_f\) and \(l_r\) represent the distance from the front and rear axles to the CG, respectively. \(F_{xl}\) and \(F_{yr}\) (\(i = 1, 2, 3, 4 = fl, fr, rl, rr\)) represent the longitudinal and lateral tire force of the \(i\)th tire, respectively. To simplify the controller design, \(F_{sf}\) and \(F_{yr}\) (\(F_{sf} = F_{yfl} + F_{yfr}\) and \(F_{yr} = F_{yrl} + F_{yrr}\) are used to denote the generalized lateral tire forces of the front and rear tire, respectively. \(\delta_f\) is the front steering angle. It is assumed that \(v_y\) can be maintained constant. The vehicle lateral and yaw dynamics can be modeled as

\[
\begin{align*}
\dot{v}_y &= \left( -v_x - \frac{l_f c_f - l_r c_r}{m v_x} \right) \omega_z - \frac{(c_f + c_r)}{m v_x} v_y + \frac{c_f}{m} \delta_f, \\
\dot{\psi} &= \frac{ l_x I_z}{v_x I_z} \omega_z + \frac{ (l_f c_r - l_r c_f)}{l_x v_x} v_y + \frac{l_f c_r}{l_x} \delta_f + \frac{\Delta M_z}{l_x}.
\end{align*}
\]  

where \(c_f\) and \(c_r\) represent the generalized cornering stiffnesses of the front and rear tires, respectively. \(\Delta M_z\) is the external yaw moment calculated by

\[
\Delta M_z = \sum_{i=1}^{2} F_{xl} \left[ -\frac{1}{2} \frac{l_f}{l_x} \cos \delta_f + \frac{l_f}{l_x} \sin \delta_f \right] + \sum_{i=3}^{4} \left( -\frac{1}{2} \frac{l_f}{l_x} F_{yi} \right)
\]  

where \(l_t\) is the wheel track. From (1) and (2), the dynamics of the lane-keeping errors can be obtained by canceling the items \(v_y\) and \(\omega_z\) as

\[
\begin{align*}
\ddot{e} &= \psi - \frac{(c_f + c_r)}{m v_x} \dot{\psi} + \frac{c_f}{m} \dot{\delta}_f + \frac{-v_x^2 - \frac{l_f c_f - l_r c_r}{m}}{v_x} \rho, \\
\ddot{\psi} &= \frac{ (l_f c_r - l_r c_f)}{l_x v_x} \dot{v}_y + \frac{ l_x I_z}{v_x I_z} \dot{\psi} + \frac{ (l_f c_f - l_r c_r)}{l_x v_x} \dot{\psi} - \frac{\left( l_f^2 c_f + l_r^2 c_r \right)}{l_x I_z} \dot{e}.
\end{align*}
\]  

by which the requirement of using the information of the lateral velocity is removed, as that is generally hard to measure with low-cost sensors in real applications.

A 4-DoF half-car model [41]–[43] is adopted to model the roll dynamics shown in Fig. 3. The Macpherson strut suspension is adopted in this article. The reasons is that the Macpherson strut can be preassembled into a unit, whose assembly is straightforward. It has a greater width in the
engine compartment through eliminating the upper control arm, which makes Macpherson strut the most widely applied suspension structure [44], [45]. \(ms\) represents the vehicle sprung mass. \(k_{l1}/k_{l2}\) represents the left/right side suspension stiffness, \(cp_l/cp_r\) represents the left/right side suspension damping coefficient, \(m_{s1}/m_{s2}\) is the left/right unsprung mass of the vehicle, and \(k_{s1}/k_{s2}\) is the left/right tire suspension stiffness. \(z_b\) and \(z_{w1}/z_{w2}\) represent the vertical translations of the sprung mass and left/right unsprung masses. \(f_l/f_r\) is the active force at the front/rear active suspension. \(\phi\) represents the roll angle of the sprung mass. In this article, it is assumed that the vertical translations are not known. The roll dynamics of the sprung mass can be formulated as

\[
(I_x + m_s h_r^2) \ddot{\phi} = m_s h_r (a, \cos \phi + g \sin \phi) - \frac{1}{2} (F_{s1} - F_{s2})
\]

where \(I_x\) is inertia moment along the \(x\)-axis, \(h_r\) is the distance between the CG of the sprung mass and the roll center, \(a, \dot{\phi}\) is the lateral acceleration. \(F_{s1}/F_{s2}\) is the left/right side dynamics suspension force, and \(F_{s1}(i = 1, 2)\) can be expressed as

\[
F_{si} = -k_{si} (z_b - z_{w1} + (-1)^i l_s \sin \phi) - c_{pl} (z_b - z_{w1} + (-1)^i l_s \phi \cos \phi) + f_i.
\]

Denote \(DM_x = l_i(f_1 - f_2) / 2\) as the external roll moment generated by the active suspension. The lateral acceleration is \(a_y = \dot{v}_y + v_{w} \omega_x\), according to which we have

\[
\ddot{\phi} = \frac{m_s h_r (e_f + c_r)}{m(I_x + m_s h_r^2)} \psi + \left(\frac{m_s h_r g - k_s l_s^2 / 2}{I_x + m_s h_r^2}\right) \phi - \frac{m_s h_r (e_f + c_r)}{mv_s (I_x + m_s h_r^2)} \dot{\phi} + \frac{m_s h_r (e_f - l_s c_r)}{mv_s (I_x + m_s h_r^2)} \dot{\psi} - \frac{c_{pl} l^2 \psi}{2(I_x + m_s h_r^2)} \dot{\phi} + \frac{m_s h_r c_f}{m(I_x + m_s h_r^2)} \frac{\delta_l}{I_x + m_s h_r^2} - \frac{k_s l_s (z_{w1} - z_{w2})}{2(I_x + m_s h_r^2)} - \frac{c_{pl} l (z_{w1} - z_{w2})}{2(I_x + m_s h_r^2)} - \frac{m_s h_r (e_f - l_s c_r)}{m(I_x + m_s h_r^2)} \rho.
\]

Considering the lane keeping and roll dynamics simultaneously, the control system can be organized as

\[
\dot{x} = Ax + Bu + Ed
\]

where \(x = [e \ \dot{\psi} \ \dot{\phi} \ \ddot{\phi}]^T\) is the system state vector, \(u = [u_1 \ u_2]^T\) is the control input with \(u_1 = \delta_f, u_2 = \Delta M_x, u_3 = \Delta M_s\). The vector \(d = [\rho \ \dot{z}_{w1} - \dot{z}_{w2} \ \dot{z}_{w1} - \dot{z}_{w2}]^T\) is assumed as a disturbance with unknown bound. The system matrices are expressed as

\[
A = \begin{bmatrix}
0_{3 \times 3} & I_{3 \times 3} \\
A_{21} & A_{22}
\end{bmatrix}, \quad B = \begin{bmatrix}
0_{3 \times 3} \\
B_2
\end{bmatrix}, \quad E = \begin{bmatrix}
0_{3 \times 3}
\end{bmatrix}, \quad E_2 = \begin{bmatrix}
e_{14} & 0 & 0
e_{51} & 0 & 0
e_{61} & e_{62} & e_{63}
\end{bmatrix}
\]

where

\[
A_{21} = \begin{bmatrix}
al_{42} & 0 & 0 \\
al_{52} & 0 & 0 \\
al_{62} & a_{63}
\end{bmatrix}, \quad A_{22} = \begin{bmatrix}
al_{44} & a_{45} & 0 \\
al_{45} & a_{46} & 0 \\
al_{64} & a_{65} & a_{66}
\end{bmatrix}
\]

**Remark 1:** Note that generally, the vehicle will not roll over without first entering the nonlinear working region. However, as the active suspensions have been applied in this article, we can directly control the roll angle and roll rate, which will then further reduce the rollover possibility. Therefore, the usage of linear models should be reasonable, since we did not consider to achieve the “rollover prevention” only until the vehicle has deviated from the linear working region. Actually, we have directly stabilized the roll angle and roll rate to zero for the entire control process, even when the vehicle works in the linear region, which is more strict than the mere rollover prevention. In other words, the proposed control strategy has stabilized the path-following errors and the roll angle to zero [then the vehicle states are bounded according to (1)], which prevents the vehicle from entering the nonlinear region. This control strategy has been widely applied in previous research [46], [47].

The control objective is to design an appropriate controller to ensure that the controlled states (lane-keeping errors and roll angle) can be converged to zero asymptotically, and simultaneously remain in the prescribed performance bounds, considering the disturbance with unknown bound.
III. MAIN RESULTS

This section presents the integrated lane keeping and roll control design that realizes the control objectives described in Section II. First, a modified PPF is constructed to guarantee that the tracking errors are constrained in the predefined regions, where the traditional restriction previously applied on the initial tracking errors is removed. Second, the simplified NN is proposed with only one adaptive law required to approximate the lumped unknown function, which effectively reduce the approximation computation burden. Then the PPF and simplified NN-based RISE control strategy is proposed to realize the tracking control errors and controlled states are not only maintained within the PPF-bound in the transient response but also converged to zero in finite time. The diagram for the closed-loop flow of the proposed PPF-based RISE controller is shown in Fig. 4.

Fig. 4. Diagram for the closed-loop flow of the proposed PPF-based RISE controller.

Remark 2: The motivation of using the RISE control is that it can guarantee the asymptotic stability of the closed-loop system, attenuate systematic uncertainties, unmodeled or unknown disturbances, enhance the transient tracking capability, and decrease the steady-state error. Furthermore, the RISE approach can yield continuous control inputs analytically by integrating the signum error function without utilizing the saturation function, which can effectively avoid the chattering effect in traditional SMC. For the motion control of the AGVs, there are unavoidable system uncertainties, external disturbance, and a robust controller that can handle uncertainties and disturbance is desirable in the vehicle motion control. In this context, the RISE controller has significant advantages compared with SMC and is suited for the autonomous driving control.

Remark 3: Indeed, there are worst situations that the prescribed performance cannot handle, such as approaching a sharp turning at a very high speed on a slippery road. However, it should be noted that we focus on general and normal driving maneuvers. In practice, drivers (the same case for the autonomous vehicles) normally will not make sharp turning at very high speeds or on slippery roads. In the simulation cases, we have also chosen two representative driving scenarios, J-turn with a low speed on a slippery road, and lane change with high speed on a dry road. Even if those hazardous situations happen, the vehicle should have already lost stability and control, and any control strategy is hard to stabilize the vehicle.

To this end, before we continue to present the proposed controller design, an assumption should be made to guarantee the feasibility of the proposed control strategy.

Assumption 1: The vehicle drives with normal and safe maneuvers according to the road conditions (e.g., driving with low speed on slippery roads and steering moderately in high ways), and the vehicle states maintain in the ROA (i.e., the vehicle does not lose stability or control) when the proposed control strategy is applied to implement the path-following and roll control.

A. Prescribed Tracking Performance Function Definition

To reduce the possibility of collisions or rollover, we design the lane-keeping errors and roll angle to satisfy the following prescribed performance:

\[ -\delta_i \psi(t) < x_i < \bar{\delta}_i \psi(t) \quad \forall \; \eta \geq 0, \; (i = 1, 2, 3) \tag{10} \]

where \( \delta_i \) and \( \bar{\delta}_i \) are positive constants, and it is usually designed that \( \bar{\delta}_i = \delta_i \). Equation (10) has determined both the transient and steady-state performance of the controlled state. \( \psi(t) \) is a bounded and smooth function \( R^+ \rightarrow R^+ \), and called as performance function if \( \psi(t) \) is a strictly decreasing and positive function. Assume \( \lim_{t \rightarrow +\infty} \psi(t) = \varphi_\infty > 0 \), where \( \varphi_\infty \) denotes the allowable error in the steady state. To cancel the requirement for the exact initial error, the following modified PPF is chosen as:

\[ \psi(t) = \coth(\nu t + \varsigma) - 1 + \varphi_\infty \tag{11} \]

where \( \nu \) and \( \varsigma \) are positive regulating parameters. It is obvious that \( \psi(t) \) satisfies: 1) \( \psi(0) = \coth(\varsigma) - 1 + \varphi_\infty = \frac{1}{\varsigma} + \frac{1}{\nu^2} + 1 + \varphi_\infty > \varphi_\infty \), where \( \psi(0) \) represents the initial value of \( \psi(t) \) and is denoted as \( \varphi_\infty \) for simplicity and 2) \( \lim_{t \rightarrow +\infty} \psi(t) = +\infty \), where the limit here is with respect to \( t \), not the time, with \( i > 0 \) appropriately chosen. By choosing the small \( \varsigma \) and positive \( \delta_i, \bar{\delta}_i \), it gets that \( \bar{\delta}_i \psi(t) \rightarrow +\infty \) and \( -\delta_i \psi(t) \rightarrow -\infty \). Then the following inequality always holds:

\[ -\delta_i \psi(t) < x_i(t) < \bar{\delta}_i \psi(t) \tag{12} \]

For general physical systems, inequality (12) should hold, as \( x_i(t) \) should be always bounded, and given a sufficiently small \( \varsigma \), we have \( \lim_{t \rightarrow +\infty} \psi(t) \rightarrow +\infty \), so that inequality (12) is reasonable. Therefore, the PPF (11) can ensure that (12) is satisfied.

Since the function \( \psi(t) \) is bounded and exponentially decreasing, both the steady-state regulation and transient performance bound of the controlled states \( x_i \) can be prescribed \textit{a priori} by selecting appropriate parameters \( -\delta_i, \bar{\delta}_i, \nu, \varsigma, \varphi_\infty \), and \( \varphi_\infty \) that influence the maximum overshoots and the steady-state error bounds. Especially, \( -\delta_i \psi(t) \) represents the
lower boundary of the system transient undershoot, while \(\bar{\delta}_i\varphi(0)\) represents the upper boundary of the system transient overshoot. To guarantee the performance constraints are always satisfied, the following transformation is developed:

\[
x_i = \varphi(t)S(\xi_i), \quad (i = 1, 2, 3)
\]

where \(\xi_i\) is defined as the transformed error, \(S(\xi_i)\) is a strictly increasing and smooth function chosen as

\[
S(\xi_i) = \frac{\bar{\delta}_i e^{\xi_i} - \delta_i e^{-\xi_i}}{e^{\xi_i} + e^{-\xi_i}}.
\]

We can verify that the chosen \(S(\xi_i)\) has the following properties: 1) \(-\bar{\delta}_i < S(\xi_i) < \bar{\delta}_i \) \(\forall \xi_i \in L_\infty\) (the vector space \(L_\infty\) is a sequence space whose elements are the bounded sequences); 2) \(\lim_{\xi_i \to +\infty} S(\xi_i) = \bar{\delta}_i; \lim_{\xi_i \to -\infty} S(\xi_i) = -\bar{\delta}_i\); and 3) \(S(\xi_i)\) is smooth and strictly increasing, and \(S(0) = 0\), as it is designed that \(\bar{\delta}_i = \bar{\delta}_i\). Moreover, as \(\varphi(t) > 0\) we have

\[
-\bar{\delta}_i \varphi(t) < \varphi(t)S(\xi_i) < \bar{\delta}_i \varphi(t).
\]

Below, we will employ a lemma to guarantee the proposed PPF constraints can be always satisfied, which is shown as follows.

**Lemma 1** [31], [33]: Consider the tracking errors \(x_i\) \((i = 1, 2, 3)\) and the transformed errors \(\xi_i\). If the transformed error \(\xi_i\) is bounded and the initial value of the controlled state \(x_i(0)\) is always within the performance bounds, i.e., \(-\bar{\delta}_i \varphi(0) < x_i(0) < \bar{\delta}_i \varphi(0)\), then \(x_i\) will always be maintained in the PPF constraints (10) for all \(t \geq 0\).

As \(\varphi(t) \neq 0\) we can get the transformed error \(\xi_i\) from (14)

\[
\xi_i = S^{-1}(\lambda_i) = \frac{1}{\ln \left(\frac{\lambda_i + \bar{\delta}_i}{\bar{\delta}_i - \lambda_i}\right)}
\]

where \(\lambda_i = x_i/\varphi\) represents the intermediate variable. Define \(\xi = [\xi_1 \xi_2 \xi_3]^T\), \(\lambda = [\lambda_1 \lambda_2 \lambda_3]^T\), and then we have \(\xi = S^{-1}(\lambda)\). The derivative of \(\xi_i\) can be obtained as

\[
\dot{\xi}_i = \frac{\partial S^{-1}}{\partial \lambda_i} \dot{\lambda}_i = \sigma_i \left(x_i - \frac{\dot{\phi}}{\varphi} x_i\right)
\]

where

\[
\sigma_i = \frac{1}{2\varphi} \left(\frac{1}{\lambda_i + \bar{\delta}_i} - \frac{1}{\lambda_i - \bar{\delta}_i}\right) > 0
\]

which can be easily proved to be positive and bounded, with

\[
\dot{\varphi}(t) = \nu - \nu \coth^2(\nu t + t).
\]

The second-order changing rate of \(\xi_i\) can be calculated as

\[
\ddot{\xi}_i = \sigma_i \left(\dot{x}_i - \frac{x_i \dot{\phi}}{\varphi}\right) + \sigma_i \left(\dot{x}_i - \frac{\dot{x}_i \dot{\phi} + x_i \ddot{\phi}}{\varphi} - \frac{x_i \dot{\phi}^2}{\varphi^2}\right).
\]

Denote \(\Xi = \text{diag}[\sigma_1, \sigma_2, \sigma_3]\), \(\ddot{\Xi} = \text{diag}[\sigma_1, \sigma_2, \sigma_3]\), then we can respectively rewrite (17) and (20) as

\[
\ddot{\xi} = \Xi \left(\dot{\varepsilon}_2 - \frac{\dot{\phi}}{\varphi}\right)
\]

and the second-order derivative of \(\xi\) can be deducted as

\[
\ddot{\xi} = \Xi \ddot{\varepsilon}_2 + \Xi \left(\dot{\varepsilon}_1 - \frac{\dot{\phi}}{\varphi}\right) + \Xi \left[-\left(\frac{\dot{\phi}^2}{\varphi^2}\right) - \frac{\dot{\phi}^2}{\varphi^2}\right]
\]

\[
\Xi \left[\ddot{\varepsilon}_1 + A_{21}\dot{\varepsilon}_1 + A_{22}\dot{\varepsilon}_2 + B_2\dot{u} + E_2d\right] + \Xi \left(\dot{\varepsilon}_1 - \frac{\dot{\phi}}{\varphi}\right) + \Xi \left[-\left(\frac{\dot{\phi}^2}{\varphi^2}\right) - \frac{\dot{\phi}^2}{\varphi^2}\right]
\]

\[
F(\varepsilon) + \Xi B_2\dot{u} + \Xi E_2d
\]

where

\[
F(\varepsilon) = \left(A_{21} - \xi \frac{\dot{\phi}}{\varphi} + \Xi \frac{\dot{\phi}^2}{\varphi^2}\right)\dot{\varepsilon}_1 + \left(A_{22} + \Xi - \frac{\dot{\phi}}{\varphi}\right)\dot{\varepsilon}_2.
\]

**B. PPF and Simplified NN-Based RISE Control Design**

After the error transformation with the proposed PPF is implemented, we will continue to construct the RISE controller, in which a simplified NN estimator is proposed to approximate the unknown disturbance caused by the vehicle vertical dynamics. Denote \(z_1 = \varepsilon\), and define the RISE control variables as

\[
z_2 = \dot{z}_1 + k_1z_1, \quad r = \dot{z}_2 + k_2z_2
\]

where \(k_i = \text{diag}[k_{i1}, k_{i2}, k_{i3}]\) \((i = 1, 2)\) are the positive constants selected by the designers. Then, we have

\[
r = \dot{z}_1 + k_1z_1 + k_2z_2
\]

\[
\dot{r} = F(\varepsilon) + \Xi B_2\dot{u} + \Xi E_2d + k_1 \Xi \left(\dot{\varepsilon}_2 - \frac{\dot{\phi}}{\varphi}\right) + k_2z_2.
\]

Note that there is a time-varying item \(\Xi B_2\dot{u}\) multiplied with the input \(u\) in (24), and by differentiating \(r\) there will be \(u\) and its time derivative, which is complex for the controller design. To overcome this difficulty, the following normalization is implemented:

\[
\Xi^{-1}r = \Xi^{-1}\left[F(\varepsilon) + k_1 \Xi \left(\dot{\varepsilon}_2 - \frac{\dot{\phi}}{\varphi}\right) + k_2z_2\right] + B_2\dot{u} + E_2d.
\]

Denote

\[
S = \Xi^{-1}\left[F(\varepsilon) + k_1 \Xi \left(\dot{\varepsilon}_2 - \frac{\dot{\phi}}{\varphi}\right) + k_2z_2\right], d_n = E_2d
\]

then we have

\[
\Xi^{-1}r = S + B_2\dot{u} + d_n
\]

whose time derivative can be obtained as

\[
\frac{d(\Xi^{-1}r)}{dt} = \dot{S} + B_2\ddot{u} + \dot{d}_n.
\]

Since \(d(\Xi^{-1}r)/dt = -\Xi^{-1}\ddot{S}\Xi^{-1}r + \Xi^{-1}\dot{r}\), according to the above two equations, we have

\[
\Xi^{-1}\dot{r} = \frac{d(\Xi^{-1}r)/dt}{\Xi^{-1}} + \Xi^{-1}\ddot{S}\Xi^{-1}r
\]

\[
= \dot{S} + B_2\ddot{u} + \dot{d}_n + \Xi^{-1}\ddot{S}\Xi^{-1}r.
\]

The structure of adopted RBFNN is a three-layer feedforward network shown as in Fig. 5, where \(N\) is the number of output
node. Traditionally, we need to use the following expression of NN to approximate the unknown disturbance term $d_n$ as:

$$\dot{d}_n = W^T h(\xi) + \xi$$

(30)

where $W = [W_1, W_2, W_3], W_i = [W_{i1}, \ldots, W_{iN}]^T, (i = 1, 2, 3)$ is the bounded NN weight vector, while we can also denote $W^T = [w_1, w_2, \ldots, w_N], h = [h_1, h_2, \ldots, h_N]^T$ is the regressor vector, $\xi = [\xi_1, \xi_2, \xi_3]^T$ is a bounded approximation error. $h_j(\xi)$ is the Gaussian function selected as

$$h_j(\xi) = \exp \left(\frac{-\|\xi - C_j\|^2}{\theta_j^2} \right), \quad j = 1, 2, \ldots, N$$

(31)

where $C_j = [c_{j1}, c_{j2}, c_{j3}]^T$ is the center of the receptive field, $\theta_j$ is the width of the Gaussian function. In this article, we have chosen $N = 5$. This strategy has been widely used in the area of autonomous vehicles and automotive systems to approximate the unknown disturbances or uncertainties [48–50].

Equation (30) shows the structure of the NN approach in terms of approximating the unknown disturbances, and (31) represents the standard Gaussian function expression, which is the standard and formal procedures in this approach.

The ideal RBFNN weight vector $W_i$ is bounded as $\|W_i\| \leq \omega_{\text{max},i}, \omega_{\text{max},i} > 0$. To simplify the computational procedure, we define a positive constant as follows: $\omega_i = \|W_i\|^2$. Since $\|W_i\| \leq \omega_{\text{max},i}, \omega_i$ is obviously bounded. Let $\hat{\omega}_i$ be the estimate of $\omega_i$, and $\bar{\omega}_i = \omega_i - \hat{\omega}_i$. The norm of ideal RBFNN weight vector $W_i$ will be estimated via $\bar{\omega}_i$ in following design, which will effectively simplify the NN process.

Deign the RISE controller as

$$u = -B_2^{-1}\left[u_{s} + \int_0^1 \frac{1}{2} \Omega r h^T(\xi) h(\xi) d\tau\right]$$

(32)

where

$$u_{s} = (k_s + 2)z_2 - (k_s + 2)z_2(0)$$

$$+ \int_0^1 [(k_s + 2)z_2 - \beta_1 \text{sgn}(z_2)]d\tau$$

(33)

which denotes the robust feedback term, $k_s$ and $\beta_1$ are positive feedback gains, $\hat{\omega}_i = \text{diag}(\hat{\omega}_1, \hat{\omega}_2, \hat{\omega}_3)$, and NN weight $\bar{\omega}_i$ can be updated by using the following adaptive law:

$$\dot{\hat{\omega}}_i = \frac{1}{2} \gamma_i \bar{\omega}_i^T \Omega r h^T(\xi) h - k_i \gamma_i \hat{\omega}_i \quad (i = 1, 2, 3)$$

(34)

where $\gamma_i > 0$ is the learning gain, and $k_i$ is the forgetting factor. Note that the NN weights are updated online according to the tracking error $z_2$, thus the need of offline training process is canceled.

Taking the derivative of the controller, we have

$$\dot{u} = -B_2^{-1}\left(\frac{1}{2} \Omega r h^T h + \dot{u}_s\right)$$

$$\dot{u}_s = (k_s + 2)r - \beta_1 \text{sgn}(z_2)$$

(35)

By substituting the proposed controller (35) into the control system (29), we have

$$\Xi^{-1} \dot{r} = \frac{1}{2} \Omega r h^T h - (k_s + 2)r + \beta_1 \text{sgn}(z_2)$$

$$+ \dot{\hat{S}} + \Xi^{-1} \Xi \Xi^{-1} r + \xi$$

(36)

from which we can obtain the following inequality.

**Lemma 2:** The closed-loop system of $r$ with the proposed controller can be described as

$$\Xi^{-1} \dot{r} = \tilde{N} + N - z_2 - (k_s + 1)r$$

$$+ \beta_1 \text{sgn}(z_2) + \frac{1}{2} \Xi^{-1} \Xi \Xi^{-1} r$$

(37)

where

$$\tilde{N} = \dot{\hat{S}} + z_2 - r + \frac{1}{2} \Xi^{-1} \Xi \Xi^{-1} r$$

$$N = N_B + N_d, \quad N_B = \frac{1}{2} \Omega r h, \quad N_d = \xi.$$  

(38)

According to the theoretical analysis shown in [51], mean value theorem is applied to the function $\tilde{N}$, which is continuously differentiable. Then it can be proved that $\tilde{N}$ is bounded as $||\tilde{N}(t)|| \leq \rho(||\eta(t)||)||\eta||$, where $\eta(t) = [z_1, z_2, r]^T$ and the function $\rho(||\eta||)$ is a globally positive and invertible nondecreasing function. Moreover, according to the above inequalities and analysis in [51], $N_B, N_d$ and their changing rates are bounded by

$$||N_B|| \leq S_{N_B}, \quad ||N_d|| \leq S_{N_d}$$

$$S_{N_B} = S_{N_d} = S_{N_{d2}} = S_{N_{d3}}$$

(39)

where $S_{N_{b0}}, S_{N_{d1}}, S_{N_{d2}}, S_{N_{d3}}$, and $S_{N_{d3}}$ are positive constants.

**Lemma 3** [26]: Define an auxiliary function $L(t)$ as

$$L(t) = r^T[N_B + N_d + \beta_1 \text{sgn}(z_2)]$$

$$+ \sum_{i=1}^{3} \frac{3}{4} \kappa_i \|\omega_i\|^2 - \beta_2 \|z_2\|^2 - z_2 N_B$$

(40)

where $\beta_1$ and $\beta_2$ are positive tuning parameters introduced in (33) and (40), which are appropriately selected to satisfy the following requirements:

$$\beta_1 > S_{N_{b0}} + S_{N_{d1}} + (S_{N_{b1}} + S_{N_{d2}})/k_2, \quad \beta_2 > S_{N_{d2}}.$$  

(41)

Then the following inequality can be achieved as:

$$\int_0^t L(\tau)d\tau \leq \beta_1 \|z_2(0)\|^2 - z_2(N_B(0) + N_d(0)).$$  

(42)

Lemma 2’s proof can be secured by virtue of the proof in [26]. The main results of the RISE controller design can now be summarized as follows.

**Theorem 1:** Consider the vehicle lane keeping and roll dynamics given by (9), under the controller given in (32)
with the modified NN weight updated in (34), the closed-loop system is semiglobally stable. Furthermore, the tracking errors asymptotically converge to zero (i.e., \( \| \xi_1(t) \| \to 0 \) as \( t \to \infty \)), and the transient trajectory of \( \xi_1(t) \) can be maintained in the prescribed performance constraints (10).

Proof: Define an auxiliary function \( P(t) \) as \( \dot{P}(t) = -L(t) \). A Lyapunov function is chosen as

\[
V_L = \frac{1}{2} z_1^T z_1 + \frac{1}{2} z_2^T z_2 + \frac{1}{2} \Omega^T \Xi^{-1} r + Q + P
\]

with \( Q = (1/2) \sum_{i=1}^{3} (1/\gamma_i) \omega_i^2 \). \( V_L \) satisfies the following inequalities:

\[
U_1(y) \leq V_L(y) \leq U_2(y)
\]

(44)

where \( y = [z_1^T, z_2^T, r^T, \sqrt{Q}, \sqrt{\Omega}]^T \), and \( U_1(y) \) and \( U_2(y) \) are defined as \( U_1(y) = \lambda_{c1} \| y \|_2^2 \), \( U_2(y) = \lambda_{c2} \| y \|_2^2 \), with \( \lambda_{c1} \) and \( \lambda_{c2} \) being positive constants. According to

\[
\frac{d(\Omega^T \Xi^{-1} r)}{dt} = 2 \Omega^T \Xi^{-1} r + r^T \Omega^T \Xi^{-1} r, \quad \frac{d(\Xi^{-1})}{dt} = -\Xi^{-1} \dot{\Xi} \Xi^{-1},
\]

(45)

Based on Lemmas 2 and 3, the time derivative of \( V_L \) can be expressed as

\[
\dot{V}_L = \frac{1}{2} z_1^T \dot{z}_1 + \frac{1}{2} z_2^T \dot{z}_2 + r^T \Xi^{-1} r - \frac{1}{2} \Omega^T \Xi^{-1} \dot{\Xi} \Xi^{-1} r + \dot{Q} + \dot{P}
\]

\[
= \frac{1}{2} z_1^T (z_2 - k_1 z_1) + \frac{1}{2} z_2^T (r - k_2 z_2) - \frac{1}{2} \Omega^T \Xi^{-1} \dot{\Xi} \Xi^{-1} r
\]

\[
+ r^T \left[ \dot{N} + N - z_2 - (k_3 + 1) r + \beta_1 \text{sgn}(z_2) \right]
\]

\[
+ \frac{1}{2} \Xi^{-1} \dot{\Xi} \Xi^{-1} r
\]

\[
+ \dot{Q} + \dot{P}
\]

\[
= \frac{1}{2} z_1^T (z_2 - k_1 z_1) + \frac{1}{2} z_2^T (r - k_2 z_2)
\]

\[
+ r^T \left[ \dot{N} + N - (k_3 + 1) r + \beta_1 \text{sgn}(z_2) - z_2 \right]
\]

\[
+ \sum_{i=1}^{3} \frac{1}{\gamma_i} \hat{\omega}_i \hat{\omega}_i - r^T \left[ N_B + N_d + \beta_1 \text{sgn}(z_2) \right]
\]

\[
- \sum_{i=1}^{3} \frac{\kappa_i \| \omega_i \|^2}{\gamma_i} = -\sum_{i=1}^{3} \frac{\kappa_i \| \omega_i \|^2}{\gamma_i}
\]

\[
= -k_1 z_1^T z_1 - k_2 z_2^T z_2 + z_1^T z_2 - (k_3 + 1) r^T r + \beta_2 \| z_2 \|^2
\]

\[
+ r^T \dot{N} + z_2 N_B + \sum_{i=1}^{3} \frac{1}{\gamma_i} \hat{\omega}_i \hat{\omega}_i - \sum_{i=1}^{3} \frac{\kappa_i \| \omega_i \|^2}{\gamma_i}
\]

(46)

Substituting the adaptive law (34) into \( \dot{W}^T \Gamma^{-1} \dot{W} \), we have

\[
\sum_{i=1}^{3} \frac{1}{\gamma_i} \hat{\omega}_i \hat{\omega}_i = -\sum_{i=1}^{3} \left( \frac{1}{2} \hat{\omega}_i z_2^T \rho_i r^T h - \kappa_i \hat{\omega}_i \hat{\omega}_i \right).
\]

(47)

Considering the expression of \( N_B \), we have

\[
\frac{3}{2} z_2^T N_B + \sum_{i=1}^{3} \frac{1}{\gamma_i} \hat{\omega}_i \hat{\omega}_i
\]

\[
= \frac{1}{2} z_2^T \Omega r^T h - \sum_{i=1}^{3} \left( \frac{1}{2} \hat{\omega}_i z_2^T \rho_i r^T h - \kappa_i \hat{\omega}_i \hat{\omega}_i \right)
\]

\[
= \sum_{i=1}^{3} \kappa_i \tilde{\omega}_i \hat{\omega}_i
\]

(48)

then we have

\[
\dot{V}_L = -k_1 z_1^T z_1 - k_2 z_2^T z_2 + z_1^T z_2 - (k_3 + 1) r^T r + \beta_2 \| z_2 \|^2
\]

\[
+ r^T \dot{N} + \sum_{i=1}^{3} \left( \kappa_i \tilde{\omega}_i \hat{\omega}_i \right) - \sum_{i=1}^{3} \frac{\kappa_i \| \omega_i \|^2}{\gamma_i}
\]

(49)

With the Young’s inequality, we have

\[
\sum_{i=1}^{3} \left( \kappa_i \tilde{\omega}_i \hat{\omega}_i \right) \leq \sum_{i=1}^{3} \left( -\kappa_i \left( \| \tilde{\omega}_i \| - \frac{\| \omega_i \|}{2} \right)^2 + \frac{\kappa_i \| \omega_i \|^2}{4} \right)
\]

(50)

and

\[
-k_3 r^T r + r^T \dot{N} \leq -k_3 r^T r + \| r \| \rho(\| \|) \| \| \eta \|
\]

\[
\left( \| \tilde{\omega}_i \| - \frac{\| \omega_i \|}{2} \right)^2 + \frac{\kappa_i \| \omega_i \|^2}{4}
\]

(51)

so we have

\[
\dot{V}_L \leq -k_1 \| \tilde{z}_1 \| - (k_2 - 1) \sum_{i=1}^{2} \left( \| \tilde{\omega}_i \| - \frac{\| \omega_i \|}{2} \right)^2 + \frac{\kappa_i \| \omega_i \|^2}{4}
\]

\[
+ r^T \dot{N} + \sum_{i=1}^{3} \left( \kappa_i \left( \| \tilde{\omega}_i \| - \frac{\| \omega_i \|}{2} \right)^2 \right)
\]

\[
\leq -\lambda_{c3} \| \eta \|^2 + \frac{\rho^2(\| \|) \| \| \eta \|}{4k_3}
\]

(52)

for \( \| \eta \| < \rho^{-1}(2\sqrt{\lambda_{c3} k_3}) \), where \( c \) is a positive constant, and \( \lambda_{c3} = \min((k_1 - 1/2), (k_2 - 1/2) - \beta_2), 1) \). \( c \| \eta \| \) is considered as a continuous positive semidefinite function \( U(y) \) which is defined on the following set:

\[
D = \{ y \in \mathbb{R}^N \left| \| y \| \leq \rho^{-1}(2\sqrt{\lambda_{c3} k_3}) \right. \}
\]

(53)

Therefore, inequalities (44) and (52) can be used to show that \( V_L \in L_\infty \) over \( D \), which further implies that \( z_1, z_2, P(t), \dot{Q}(t), \) and \( r(t) \in L_\infty \). Moreover, the following results can be obtained based on the definition of RISE:

\[
\| z_1 \|, \| z_2 \| \to 0 \quad \text{as} \quad t \to \infty \quad \forall \ y(0) \in D.
\]

Based on the error transformation (16), we can easily obtain

\[
\lambda \to 0 \quad \text{as} \quad t \to \infty \quad \forall \ y(0) \in D
\]

which means the controlled system states can be asymptotically converged to zero within the proposed PPF constraints.

According to Lemma 1 in the revised paper, the prescribed performance constraint (10) can be guaranteed if the transformed error \( \zeta_i \) is bounded and the initial value of the controlled state \( x_i(0) \) is always within the performance bounds, i.e., \( -\delta \phi(0) < x_i(0) < -\delta \phi(0) \), and therefore the Theorem 1 can guarantee that the transformed error \( \zeta_i \) is bounded.
IV. SIMULATION STUDY

In this section, CarSim–Simulink simulations with a high-fidelity and full-car model have been conducted to verify the effectiveness of the proposed RISE controller. The schematic diagram of the high-fidelity CarSim–Simulink simulation platform is shown in Fig. 6. The practical road environment, a nonlinear and high-fidelity SUV model, and actual driving maneuvers are embedded in this platform, where the measured state signal is transferred into the Simulink module for generating the control signal. As a consequence, the vehicle and tire models used in the simulations have incorporated the nonlinearities, system uncertainties, and external disturbances. The vehicle parameters used in the simulations are shown in Table I [52]. Two driving maneuvers with different speeds and road adhesion conditions are implemented in the simulation, including the J-turn and S-turn cases. The control purpose is to make the vehicle complete the required maneuver and maintain the roll stability with guaranteed prescribed performance.

Considering the physical limitation of the actuators, the constraints of steering angle $\delta_f$, external yaw moment $\Delta M_z$, and external roll moment $\Delta M_y$ are chosen as 0.2 rad, 3000 N·m, and 3000 N·m, respectively. The PPF gains are chosen as $\tilde{\delta} = \tilde{\delta} = [1.5, 1, 1.1]$, $\nu = [1.2, 1.4, 1.4]$, and $\tau = [0.6, 1.3, 1.3]$. The controller gains are $k_1 = \text{diag}(0.5, 1.2, 3.1)$, $k_2 = \text{diag}(0.2, 0.8, 1.6)$, $k_3 = \text{diag}(0.9, 0.6, 2.2)$, and $\beta_1 = [0.3, 0.6, 1.4]$. As for the NN observer, $\Gamma = [12, 16, 2.6]$ and $\kappa = [4.5, 11, 7]$. The initial values of $e$ and $\psi$ are selected as 0.5 m and −0.05 rad. The initial values of the roll angle and roll rate are assumed as zero. To verify the superiority of the proposed approach, we have compared the proposed controller with a multivariable SMC controller based on the super-twisting algorithm proposed in [53], which is denoted as “MVSMC” in the results.

A. J-Turn Simulation

In the J-Turn simulation, the vehicle runs with a low speed, $v_x = 10$ m/s on a slippery road ($\mu = 0.4$, where $\mu$ is the tire-road friction coefficient), and is supposed to make a J-turn maneuver automatically.

The lane-keeping errors and the roll angle in the J-Turn simulation are shown in Fig. 7. From the results, one can find both the proposed controller and traditional MVSMC controller can stabilize the trajectory-tracking errors. However, the former can apparently yield better transient tracking performance by effectively lowering the overshoots and oscillations in the responses, and more importantly, confining the trajectory within the prescribed performance boundaries. While the trajectories easily exceed the PPF bounds and have a slow rise time and large steady-state errors using the traditional MVSMC approach. It can be seen obviously that the roll angle has large overshoot during 6 and 7 s, which is very easy to cause a rollover. Note that with the proposed controller, the lateral offset can be maintained to stay at zero, but there is a tiny steady-state value for the heading error. That is because of the sideslip angle usually exists in the steering maneuvers, which is necessary to guarantee the turning smoothness in curve followings [54].

The three key vehicle states, including the roll rate, yaw rate, and sideslip angle are presented in Fig. 8. It is found that the changing trends of these variables coincide with that of the road curvature. They are maintained in reasonable and...
sufficiently small and reasonable regions in the steady state by using both methods. Similarly, it can be found that the vehicle states have higher performances, including more smooth responses and lower overshoots by using the developed controller comparing with the MVSMC approach. It is inferred that the lateral stability is ensured according to the magnitude of the sideslip angle. However, there is an obvious oscillation for the roll rate during 6–7 s using the MVSMC approach, which is very dangerous for the vehicle roll stability. Also, it is observed in the case of the MVSMC, those vehicle states have distinctly large overshoots in the initial phase. It is obvious that the developed controller can effectively enhance the transient performance of the controlled vehicle states, which have important impacts on vehicle stability, safety, and ride comfort.

The results of the control inputs are presented in Fig. 9, including the steering angle, external yaw moment, and external roll moment. They are all maintained in rational regions by using both controllers. Note that in the slippery road the control inputs should be sufficiently small to guarantee the vehicle lateral and roll stability. It is found the developed control strategy can successfully restrain the magnitudes of the control inputs, and also effectively reduce their overshoots and oscillations. However, by using the MVSMC, the input signals have large overshoots and thus may easily exceed the actuator constraints, which will be very likely to deteriorate the overall control performance. It can be concluded that the developed controller can considerably enhance the transient performance of the lane-keeping maneuver through restricting the controlled outputs within the asymptotic PPF constraint bounds for the driving in the slippery roads.

B. S-Turn Simulation

In the second simulation, the vehicle travels with a high speed \( v_x = 30 \text{ m/s} \) on a dry road \( (\mu = 0.8) \). S-turn (or lane change) is a highly frequent but dangerous maneuver in highways, which is likely to cause the lateral slip or rollover. So in this simulation case, the vehicle is made to make a S-turn with high speed in about 3 s.

The results of the lane-keeping errors and roll angle are shown in Fig. 11. It can be seen that they are all stabilized and converged to zero by the two controllers. However, it is found that the controlled stated can be restricted in the prescribed performance bounds and have fewer oscillations, smaller overshoots, and steady-state errors by using the developed control, while they easily surpass the prescribed
performance bounds and have large steady-state errors, slow rise time if the MVSMC is applied. The response of the roll angle has shown that the roll stability of the vehicle is guaranteed during the simulations. There are some errors in the controlled states during the lane-change maneuver, which is normal, as the path curvature is dramatically changing.

The vehicle states are shown in Fig. 12. These signals are all maintained in reasonable regions in the steady state, and change with the variation of the road curvature. According to the magnitude of the sideslip angle, the vehicle lateral stability is guaranteed. They have large initial overshoots and oscillations with the MVSMC approach. It can be clearly seen that the developed control strategy can restrain the overshoots and oscillations in these states, and restrict them in safe boundaries. In the steady state, their values are similar with difference control strategies. Especially, the roll rate has large oscillations during 4–7 s using MVMSC approach, exerting great risk of the rollover. The control inputs are shown in Fig. 13. From the results, we find the control inputs of the two control approaches have both been retained in reasonable regions. To prevent the vehicle from slipping or rolling, the steering angle is maintained within a small magnitude when the vehicle is conducting an S-turn. One can obviously find that the developed control strategy can considerably suppress the overshoots and shakes on the control input signals, and thus generate a more smooth input for the system so as to reduce the chattering effects.

The vehicle global trajectory is shown in Fig. 14. From this figure, we can clearly see that by using the developed control, the vehicle can achieve a more fast and accurate S-turn maneuver with small overshoots and oscillations compared with the MVSMC. Till now it can be concluded that the developed control of this article can effectively achieve the S-turn and roll control with asymptotic convergence property, and maintain the controlled variables within PPF bounds in the presence of unknown suspension disturbances in different driving and road conditions.

V. Conclusion

This article investigated the robust lane keeping and roll control for AGVs in the presence of unknown suspension disturbances. An enhanced RISE control strategy is developed to achieve the control objective, realize the asymptotic stability of the closed-loop system, and attenuate unknown disturbance, which incorporating the merit of the PPC in prescribing the transient tracking control performance. A modified PPF is developed to remove the requirement on the initial errors, and a simplified NN approach is presented to reduce the adaptation parameters thus alleviate the computation effort for the practical implementation. Finally the PPF and NN are incorporated in the RISE control framework to achieve the control objective, and guarantee both the asymptotic stability of the closed-loop system and the prescribed performance of the transient tracking errors. High-fidelity simulations have verified the superiority of the developed control strategy compared with the MVSMC approach. In our future work, we will investigate how to achieve the rollover prevention when the vehicle enters the nonlinear region, where we should use a nonlinear vehicle dynamics model.
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