Modeling and optimal operation of reversible solid oxide cells considering heat recovery and mode switching dynamics in microgrids
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A B S T R A C T

The reversible solid oxide cell (rSOC) is a promising technology for advancing energy decarbonization by enabling bidirectional conversion between electricity and hydrogen in a single device. However, previous studies have not fully explored the operational flexibility of rSOCs due to inadequate consideration of heat recovery potentials and dynamics of operating mode transitions. To address this research gap, this paper presents a model-based optimal operation method for managing multi-energy transactions in rSOC-based microgrids, aiming to minimize operation costs. The method incorporates detailed operational models of the rSOC, including a lumped thermal model to account for heat recovery capability and modeling of various operating modes and their transitions. Additionally, a linearization process is introduced to address nonlinear and implicit operational constraints, resulting in a computationally efficient mixed-integer linear programming (MILP) formulation for the operation model. Comparative case studies are conducted using modified energy portfolios of a Danish energy island. The results demonstrate that the proposed method effectively captures operating mode transitions within the rSOC and enhances its profitability via waste heat recovery. Notably, the rSOC model contributes to enhanced operational flexibility through heat recovery behaviors and a wider temperature range, resulting in substantial economic savings for the microgrid.

1. Introduction

The global imperative to mitigate environmental concerns, particularly climate change, has necessitated a rapid shift from fossil fuel usage towards sustainable and green energy sources. In this context, renewable energy sources (RESs), such as wind and solar energy, have emerged as highly promising and efficient solutions for facilitating the ongoing energy transition. Notably, the European Union has set forth a comprehensive target of achieving a minimum RES integration of 42.5% by 2030, with the overarching objective of reducing greenhouse gas emissions by at least 55% [1]. Furthermore, the International Renewable Energy Agency (IRENA) has articulated an ambitious vision wherein RESs are projected to contribute to 85% of the power sector, thereby advancing the critical agenda of energy decarbonization [2]. These collective targets underscore the anticipated trajectory wherein RESs are poised to increasingly dominate and be seamlessly integrated into the fabric of green energy systems.

However, the intermittent and fluctuating nature of RESs presents significant challenges to the stability and reliability of energy systems. Energy storage devices, such as batteries, supercapacitors, and pumped hydro, have been widely acknowledged as viable solutions to mitigate the adverse effects of RESs [3]. As a clean energy storage medium, hydrogen has emerged as a promising green alternative for energy storage, particularly for long-term (e.g. seasonal periods) and large-scale energy storage [4]. Based on water electrolysis technologies such as alkaline electrolyzers, proton exchange membrane electrolyzers, and solid oxide electrolysis cell (SOEC) [5], surplus power produced from RESs can be efficiently converted into hydrogen and stored. Moreover, the stored hydrogen can be reconverted into electricity to meet required electrical demands via fuel cell technologies e.g. solid oxide fuel cell (SOFC) [6]. Thus, integrating hydrogen-related technologies with RESs offers a decarbonized and green solution to handle the barrier of RESs integration, while providing operational flexibility to support stability and reliability in renewable energy systems [7].

Among these hydrogen-related technologies, the reversible solid oxide cell (rSOC) which combines the functionalities of SOECs and SOFCs within a single device, possesses advantages such as reduced footprint,
The rSOC system converts the surplus renewable power into hydrogen (electrolysis mode) or consumes hydrogen to generate electricity (fuel cell mode) compensating for the deficit power, thereby maintaining the reliable supply for demands. Hydrogen and thermal storage systems are employed for energy buffering, facilitating the storage of produced hydrogen during electrolysis mode and utilizing released heat during fuel cell mode. In particular, the stored heat can provide the required heat for the rSOC working at the endothermic electrolysis mode. Building upon this work, the authors extend the scope to a grid-connected microgrid incorporating rSOCs [10]. They propose a dynamic programming framework for optimal sizing and control of the rSOC unit, aiming to achieve optimal energy management between the rSOC and external grids. This approach reduces the installed power requirements of the rSOC and shortens the payback period. Furthermore, Ref. [11] improves upon the dynamic programming approach by introducing a dual-state control strategy. Unlike the single-state control only related to hydrogen storage in [10], this improved control simultaneously considers variations in both hydrogen and thermal storage states, effectively integrating thermal power management into microgrid optimization. The authors in [12] also investigate the sizing of microgrids integrated with rSOCs only and hybrid rSOCs and batteries. The economic performance of allocating different energy storage solutions is compared. In particular, detailed technical constraints of rSOCs are considered in the sizing model including their ramping capability and partial-load range.

However, the aforementioned studies rarely have paid limited attention to the mode switching process of rSOCs in their operation, primarily due to the assumption of hour-level time resolution in previous studies. However, given that mode switching process will occur...
within shorter time intervals, such as 2.5–15 min [13,14], capturing the switching transients and their effects becomes crucial for the operation with minute-level resolution. Meanwhile, these transients involve diverse electrical and thermal characteristics, including power output, temperature variation, and efficiency [15], which need to be integrated into the operational strategy to ensure reliable rSOC operation. Some researchers have developed validated dynamic models of rSOCs based on experimental data to capture the transient behavior during mode switching [15], and examine the impact of rSOC system parameters on the thermal characteristics [16]. Thermal management strategies have also been proposed to mitigate temperature fluctuations during mode switching, considering thermochemical energy storage and utilizing 2-dimensional non-adiaibatic dynamic models [17]. However, these studies have limited references to the mode switching process from the perspective of rSOC operation. Moreover, their complex models pose challenges for direct integration into optimal operation and sizing models of rSOC-based microgrids due to computational burden. Nevertheless, Ref. [14] presents a valuable reference on integrating mode switch dynamics into the optimal energy management of rSOC-based renewable communities, incorporating constraints of switching sequences between transient and steady-state modes of rSOCs with a 15-min time resolution.

Table 1 provides an overview of previous studies on the operation of rSOCs. However, several research gaps can be identified. Firstly, current studies have quite limited consideration for the mode switching process of rSOCs when implementing system-level operation for microgrids, as [9–12]. Although several publications [15–17] focused on building detailed dynamic models to characterize the transient performance of rSOCs during mode switching, these models primarily address component-level modeling rather than system-level operation. Moreover, the complexity and high-order nature of these dynamic models pose computational challenges for their integration into optimal operation models. In principle, low-order energy conversion models for rSOCs are preferred for efficient and reliable energy management, which can be seamlessly incorporated into optimal operation models. Furthermore, few studies consider the heat recovery potential of rSOCs in optimal operation for microgrids. While some researchers attempt to utilize waste heat during rSOC operation [9–11] to attempt to reuse the released heat of rSOCs during operations, they primarily focus on waste heat at the fuel cell mode, neglecting the broader heat recovery opportunities like in the electrolysis mode with exothermic reactions. Additionally, the fitted energy conversion models used in these studies do not adequately capture the real thermal dynamics and struggle to accurately evaluate the waste heat released during different operation modes. Therefore, there remains a lack of comprehensive operation models for rSOC systems, necessitating the inclusion of physically-based energy conversion models, capturing inherent electricity–thermal–hydrogen coupling, and thermal models to assess heat recovery potential across different modes.

Aiming at addressing the existing research gaps, the generalized key novelty of this work is: unlocking the more operational flexibility of rSOCs especially leveraging their potential of waste heat recovery, through developing advanced modeling and operation solutions, facilitating enhanced economic performance of microgrids. The specific innovative contributions include:

1. Proposing improved fundamental models for rSOC systems, accounting for their heat recovery capability and dynamic operating mode switching. These models enable the incorporation of detailed operational aspects, including electricity–heat–hydrogen coupling, mode-switching transients, and integration of recovered heat in various modes.

2. Establishing enhanced optimal operation model for rSOC-based microgrids, maximizing operational profits by optimizing multi-energy management. A linearized representation of the model is developed, converting it into a computationally efficient mixed-integer linear programming (MILP) formulation.

3. Conducting a comprehensive assessment of different extents of heat recovery integration on the economic savings of rSOC-based microgrids through real-world energy island-based case studies.

The remainder of this paper is organized as follows: Section 2 presents the modeling of the rSOC system, followed by the detailed formulation of the developed operation model for the rSOC-based microgrid in Section 3. Section 4 provides descriptions of the case studies conducted and relevant analysis of the obtained results. Finally, Section 5 summarizes the main conclusions and suggests avenues for future research.

2. Modeling of rSOC system

2.1. Operation principle of rSOC system

The rSOC is technically equivalent to the combination of fuel cells and electrolyzers but are compactly implemented with a single machine, resulting in a reduced footprint and enhanced round-trip efficiency. It has the capability to operate in two modes: the fuel cell (FC) mode and the electrolysis mode (EC). In the FC mode, the rSOC system utilizes hydrogen to generate electricity, catering to the electrical demand. Conversely, in the EC mode, the system consumes electricity to produce hydrogen. The produced hydrogen can be stored for future use or supplied to the hydrogen industry and manufacturers.

Fig. 1 shows the basic schematic of an rSOC system [18]. It mainly comprises a stack for chemical reactions and a balance of plant (BOP) consisting of auxiliary units such as mass flow controller (MFC), pumps, condensers, heat exchangers (HEs), etc. Particularly, the rSOC system in this paper integrates a heat recovery unit used for recycling the waste heat inside the system. The operation of the rSOC system varies between the FC mode and the EC mode:

1. During the FC mode, the hydrogen served as the fuel feedstock is injected into the whole system. The steam, produced by vaporizing water through the water-gas HE, is mixed with the hydrogen in the mixer to form a gas mixture. The pre-heater heats the mixed gas, which is then injected into the stack. Note that the pre-heater enables the heat exchanger to heat the mixed gas instead of using the heater [18]. Meanwhile, the atmospheric air is pumped and preheated in another

\[
\begin{array}{|c|c|c|c|}
\hline
\text{Research} & \text{Optimal operation in microgrids} & \text{Mode switching process} & \text{Energy conversion among electricity, hydrogen and heat} & \text{Heat recovery potentials} \\
\hline
[9–11] & √ & X & Fitted mathematical models & Partly (only recovered thermal power fuel cell mode) \\
[12] & √ & X & Only between electricity and hydrogen & X \\
[13] & X & √ & & X \\
[14] & √ & √ & Only between electricity and hydrogen & X \\
[15–17] & X & √ & (high-order dynamic models of rSOC) & X \\
Our work & √ & √ & (physical-based models) & √* \\
\hline
\end{array}
\]

* A thermal model is developed for evaluating the heat recovered at different modes, and the revenue of heat recovered is integrated into the operation model.
pre-heater, and then delivered to the stack to provide the necessary oxygen. The chemical reaction will produce electrical power meanwhile releasing heat which is used for heating the gas mixture and air via the HE inside the pre-heater. Besides, the heated air is exhausted from the stack into the atmosphere.

(2) During the EC mode, a significant amount of water is supplied to the stack as the primary feedstock. The mixed gas is still heated by the pre-heater. However, in this mode, the internal heater is activated instead of the heat exchanger to provide continuous heat to the stack [18]. The air is still pumped to the stack and serves as a sweep gas. The water electrolysis reaction happens in the stack to split the water into hydrogen and oxygen. Within the stack, the water electrolysis reaction takes place, separating water into hydrogen and oxygen. The hydrogen produced is condensed through the condenser and then transferred to external hydrogen tanks. Similarly, the hot exhaust air is expelled from the stack and released into the atmosphere.

It can be seen that the rSOC could release a substantial amount of waste heat at both FC mode and EC mode. Especially, the hot exhaust air emitted into the atmosphere carries significant heat energy that can be harnessed for external heat loads or district heating systems. By reusing this heat energy, the profitability of the rSOC system can be enhanced through the accumulation of heat revenue. Motivated by this potential, this paper focuses on recovering the thermal power from the rSOC system. Particularly, the direct switching between EC and FC is unfeasible, where the two switching transients must be considered.

For instance, when switching from FC to EC, the system first enters the TEC mode within a 15-min interval. During this period, the chemical reaction halts, and the operational parameters of the BOP components adjust in preparation for the EC mode. Subsequently, after an additional 15 min, the rSOC system completes the switch from TEC mode to EC mode. Therefore, a total of two time steps are necessary to complete the transition from FC to EC, following the sequence FC-to-TEC-to-EC. The same number of steps is required when transitioning from EC to FC, following the sequence EC-to-TFC-to-FC. Additionally, if the rSOC system is in FC or EC mode, it can remain unchanged in the next time step. However, if it is in TFC (or TEC) mode, it must switch to the steady-state mode EC (or FC) in the subsequent step. Additionally, the EC mode involves both exothermic and endothermic reactions, as supported by [17,20,21], each with distinct heat recovery capabilities.

Differing from the perspective presented in [14], we further categorize the EC mode into two sub-modes: exothermic electrolysis mode (ECEX) and endothermic electrolysis mode (ECED). This refinement, as compared to the approach outlined in [14], allows us to effectively consider the available heat recovered within rSOC systems during both endothermic and exothermic modes.

Table 2 presents a comprehensive overview of the operating modes in the rSOC system. To determine the enabled mode, binary variables \( \delta_i \) are introduced, where \( \delta_i = 1 \) indicates that the rSOC is operating...
in mode \( i \). The mode switching constraints, as depicted in Fig. 2, can be mathematically formulated by (1)–(8). Eq. (1) ensures that only one mode can be enabled at a given time. For the electrolysis mode, the coexistence of ECEx and ED modes is prohibited, as enforced by (2). Eqs. (3)–(6) prohibit the unfeasible mode transitions i.e. red arrows in Fig. 2. The transitions from TEC to EC and from TFC to FC at adjacent time steps are guaranteed by (7)–(8). Each mode is associated with a distinct electricity consumption \( (P_{SOC, i}) \). Note that the negative sign for the power consumption in FC mode signifies the production of electricity by the rSOC system. Thus, the value of \( P_{SOC, i} \) can be negative or positive, with a negative value indicating the current operation in FC mode. Furthermore, only FC mode and ECEX mode can generate recoverable waste heat, as these modes involve exothermic reactions.

\[
\delta_{i}^{(l)} + \delta_{i}^{(r)} + \delta_{i}^{(d)} + \delta_{i}^{(e)} + \delta_{i}^{(c)} + \delta_{i}^{(h)} = 1
\]

(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

2.3. Energy conversion model among electricity–heat–hydrogen

2.3.1. Conversion between electricity and hydrogen

The conversion efficiency of rSOCs between electricity and hydrogen is nonlinearly varying with its operating states such as consumed power and operating temperature. In this study, the conversion efficiency is described by an empirically derived expression from a physical-based rSOC model, as presented in [14] and formulated by (9)–(10). These equations reflect the nonlinear relationship between efficiency and electrical power as well as operating temperature, which are different in FC mode and EC mode. Notably, the ECEX mode exhibits a relatively constant efficiency value (e.g., 0.74) due to its inherent physical characteristics [14]. Moreover, Eq. (10) establishes the conditions for activating the ECEX and ECEEx modes, which are mathematically expressed by (11) and (12). The consumption of hydrogen in the FC mode and the production of hydrogen in the EC mode are determined by (13)–(14).

\[
\eta_{fc}^{(l)} = a_{1} P_{SOC, fc}^{(l)} + a_{2} P_{fc}^{(l)} + a_{3} T_{SOC}^{(l)} - a_{4} \frac{P_{SOC, fc}^{(l)}}{n} \left( T_{SOC}^{(l)} \right)^{2}
\]

(9)

\[
\eta_{ec}^{(l)} = \begin{cases} 
0.74, & \text{if } \frac{P_{SOC, ec}^{(l)}}{n} \leq b_{1} \left( T_{SOC}^{(l)} \right)^{2} - b_{2} T_{SOC}^{(l)} + b_{3} \\
\frac{T_{SOC}^{(l)}}{n}, & \text{if } \frac{T_{SOC}^{(l)}}{n} \leq b_{1} \left( T_{SOC}^{(l)} \right)^{2} - b_{2} T_{SOC}^{(l)} + b_{3} \\
\frac{P_{SOC, ec}^{(l)}}{n}, & \text{otherwise}
\end{cases}
\]

(10)

(11)

The reaction is always exothermic and recovered heat is available.

\[
\frac{P_{SOC, fc}^{(l)}}{n} > b_{1} \left( T_{SOC}^{(l)} \right)^{2} - b_{2} T_{SOC}^{(l)} + b_{3}
\]

(12)

(13)

(14)

2.3.2. Thermal model and heat recovery

A first-order lumped thermal model is utilized to capture the thermal dynamics of rSOCs, which describes the relationship between temperature evolution and thermal balance as expressed by (15). The thermal balance is determined by the heat generated from the chemical reaction \( Q_{r} \), heat loss to the environment \( Q_{loss} \), and heat removed through heat recovery \( Q_{rec} \). As mentioned in Section 2.2, heat can only be produced in FC mode and ECEX mode. Therefore, a piece-wise formulation is developed to calculate \( Q_{r} \) for different operating modes, as shown in (16). This formulation establishes the relationship among \( Q_{r} \), consumed power, and conversion efficiency, enabling the coupling of electricity, heat, and hydrogen. The detailed derivation of \( Q_{r} \) is presented in Appendix A. The heat loss can be calculated by (17)–(18) according to [22], which is mainly influenced by the temperature difference between the rSOCs stack and the environment, thermal conductivity property and the dimension of the rSOC. The variable \( Q_{loss} \) is considered a decision variable that controls the amount of recovered heat.

\[
T_{SOC}^{(l+1)} = T_{SOC}^{(l)} + \frac{Q_{r}^{(l)} - Q_{loss}^{(l)} - Q_{rec}^{(l)}}{C_{ump, SOC}} T_{soc}
\]

(15)

\[
Q_{r}^{(l)} = \begin{cases} 
0, & \text{if } \delta_{fc}^{(l)} \cup \delta_{ec}^{(l)} \cup \delta_{ed}^{(l)} = 1 \\
\frac{P_{SOC, fc}^{(l)}}{n} \left( 1 - \eta_{fc}^{(l)} \right), & \text{if } \delta_{fc}^{(l)} = 1 \\
\frac{P_{SOC, ec}^{(l)}}{n} \left( 1 - \eta_{ec}^{(l)} \right), & \text{if } \delta_{ec}^{(l)} = 1 \\
\frac{P_{SOC, ed}^{(l)}}{n} \left( 1 - \eta_{ed}^{(l)} \right), & \text{if } \delta_{ed}^{(l)} = 1
\end{cases}
\]

(16)

(17)

(18)

3. Problem formulation

This section focuses on the application of the developed rSOC models in the context of optimal operation for a microgrid that incorporates rSOC and other distributed energy resources (DERs). Fig. 3 illustrates the schematic of the rSOC-integrated microgrid, which aims to fulfill local electrical loads by utilizing power generated from natural gas-based combined heat and power (CHP) and DERs (such as renewable energy sources, batteries, and rSOC) as well as importing electricity from external power systems. Particularly, the microgrid possesses remarkable potential to seamlessly transition into a zero-carbon system by integrating hydrogen-based CHP plants that utilize the hydrogen produced from rSOC as their primary fuel source. This
solution allows for a significant reduction in carbon emissions and enhances energy utilization efficiency within the microgrid. Moreover, the rSOC not only produces hydrogen ($m_{H_2}$) but also recovers heat ($Q_{rec}$), offering a significant advantage for district heating systems. The recovered heat can be efficiently supplied to the district heating system, enhancing its overall energy efficiency and contributing to sustainable heating solutions. Consequently, the harmonious synergies between rSOC-based microgrids and district heating systems empower the microgrid to embrace a diverse array of energy flows, skillfully orchestrated through cross-sectoral energy transactions, thereby unlocking lucrative arbitrage opportunities. In this context, the proposed optimal operation model in this section aims to efficiently coordinate the microgrid to embrace a diverse array of energy flows, skillfully orchestrating through cross-sectoral energy transactions, thereby unlocking lucrative arbitrage opportunities. In this context, the proposed optimal operation model in this section aims to efficiently coordinate and optimize the synergy of multi-energy flows within the microgrid, specifically focusing on maximizing the overall economic benefits.

3.1. Objective function

The operation objective of the microgrid is to minimize the total operation cost considering electricity cost and revenues related to hydrogen and heat products, which can be mathematically expressed by:

$$\min J = \sum_{t=0}^{N_t-1} \left( C_{el}^{(i)} p_{grid}^{(i)} T_{t} \right) + \sum_{t=0}^{N_t-1} \left( C_{cur}^{(i)} p_{cur}^{(i)} T_{t} \right) - \sum_{t=0}^{N_t-1} \left( C_{H_2}^{(i)} Q_{rec}^{(i)} T_{t} \right) - \sum_{t=0}^{N_t-1} \left( C_{H_2}^{(i)} m_{H_2}^{(i)} T_{t} \right)$$

(19)

where $m_{H_2}^{(i)}$ is the sold hydrogen.

The first row of (19) represents the cost of electrical power and revenues related to hydrogen and heat products, which can be mathematically expressed by:

$$\sum_{t=0}^{N_t-1} \left( C_{el}^{(i)} p_{grid}^{(i)} T_{t} \right) + \sum_{t=0}^{N_t-1} \left( C_{cur}^{(i)} p_{cur}^{(i)} T_{t} \right)$$

The second row of (19) represents the revenue generated from selling hydrogen and heat produced by the rSOC system.

3.2. Constraints

The operation objective in (19) should be subjected to the technical characteristics of energy facilities in the microgrid. A few constraints need to be satisfied as follows:

(1) HES constraints

The constraints related to the hydrogen energy system (HES) consisting of the rSOC and the hydrogen tank can be characterized by (20)–(25). Eq. (20) reformulates the rSOC’s temperature evolution based on the developed rSOC model (15)–(18). Particularly, an intermediate variable $W$ is introduced to represent the difference between $Q_e$ and $Q_{loss}$, which is expressed by (21). According to (16), $W$ is expressed as a piece-wise function consisting of three components: $W_1$, $W_2$, $W_3$, corresponding to different operation modes. $W_2$ and $W_3$ are bivariate nonlinear functions dependent on electrical power and operating temperature, while $W_1$ is a univariate nonlinear function solely dependent on the operating temperature. To prevent excessive temperature gradients in rSOCs which adversely impact the rSOC performance, Eq. (22) constrains the temperature gradient within the threshold $T_{max}$ (setting at 2 K/min [23]). The evolution of hydrogen level in the hydrogen tank (in per-unit) can be characterized by (23). Two intermediate variables $F_1$ and $F_2$ calculated using (24)–(25) are introduced to respectively represent the energy associated with the hydrogen production and consumption by the rSOC, derived from (13)–(14). Eq. (26) ensures that the relevant variables, including hydrogen level, operating temperature, sold hydrogen, and recovered heat, remain within their respective thresholds.

Besides, in order to follow the power exchange characteristics ($P_{SOC}$) of the rSOC at different modes, as described in Table 2, $P_{SOC}$ can be formulated by (27)–(31). Additionally, the mode switching constraints described in Eqs. (1)–(8) must be taken into account.

$$T_{rSOC}^{(i+1)} = T_{rSOC}^{(i)} + \frac{W^{(i)} - Q_{rec}^{(i)}}{C_{SOC}} T_{i} \forall t$$

(20)

$$W^{(i)} = Q_e^{(i)} - Q_{loss}^{(i)}$$
Therefore, this subsection will provide a detailed linearization process to reformulate the operation model as an MILP model, which can be effectively solved using commercial solvers like Gurobi [24].

(1) Explicit transformation for conditional constraints in (11)–(12) and (21)

Based on the big-M method, the conditional form of (11)–(12) can be reformulated as equivalent linear constraints (39)–(40). This equivalence can be demonstrated as follows: if \( \delta_{rec}^{(t)} = 1 \), Eq. (39) imposes the exact same constraint as (11); whereas if \( \delta_{rec}^{(t)} = 0 \), Eq. (39) becomes a non-binding constraint due to the large value of \( M \). Hence, constraint (39) has the same effect on the operation model as constraint (11). By following a similar analysis procedure, the equivalence between (12) and (40) can also be established. Notably, a small value \( \sigma \) is introduced to convert the strong inequality into a weak inequality for easier solving. Likewise, the big-M method can be applied to transform (21) into a set of linear constraints, specifically (41)–(44). Considering the constraint imposed by (1) among these binary variables, the equivalence of this transformation can be proved based on the same analysis procedure.

\[
\frac{\delta_{rec}^{(t)}}{\sigma} - (1 - \delta_{rec}^{(t)}) M 
\leq \left( h_1 T^{SOC} + h_2 T^{SOC} + b_2 \right) \leq (1 - \delta_{rec}^{(t)}) M + \sigma
\]

(40)

(2) Linearization for nonlinear expressions in (11)–(12) and (24)–(25)

Note that although the constraints (39)–(40) have been explicitly formulated, they still contain nonlinearity due to the presence of the nonlinear expression (45), which originates from (11)–(12). To address this, we introduce an intermediate variable \( H \) to represent the nonlinear expression, which is a function of the operating temperature. Thus, Eqs. (39)–(40) can be rewritten as (46)–(47).

\[
\frac{\delta_{rec}^{(t)}}{\sigma} - (1 - \delta_{rec}^{(t)}) M + W_1 \leq W_0
\]

(41)

(42)

(43)

(44)

(2) Battery constraints

The capacity level of the battery (in per unit), influenced by its charging and discharging power, is described by (32). To ensure the capacity level and the charging/discharging power of the battery remain within their limits, constraints are imposed as shown in (33)–(34). Eq. (35) guarantees that the battery cannot simultaneously operate in both charging and discharging modes.

\[
L_{1}^{(i)}(t) = \max \left( \frac{P_{in}^{(i)} - P_{out}^{(i)}}{L_{b}^{(i)}} \right) \forall t
\]

(32)

\[
L_{1}^{(i)}(t) \leq L_{b}^{(i)} \forall t
\]

(33)

\[
\delta_{p}^{(i)} \leq \delta_{p}^{(i)} \forall t \forall t
\]

(34)

\[
\delta_{p}^{(i)} \leq 1 \forall t \forall t
\]

(35)

(3) Power balance constraint

The power balance in the microgrid must be satisfied for its stable operation, which can be formulated by (36). Eq. (37) establishes the limits for the purchased power from external power systems and the curtailed RES power. Furthermore, constraint (38) ensures that the microgrid avoids the inefficient and non-economic operation of simultaneously purchasing power from external grids and curtailed RES power.

\[
P_{res}^{(i)} + P_{chp}^{(i)} + P_{grid}^{(i)} = P_{in}^{(i)} + P_{SOC}^{(i)} + P_{cur}^{(i)} + P_{load}^{(i)} \forall t
\]

(36)

\[
\delta_{t}^{(i)} \leq \delta_{t}^{(i)} \forall t \forall t
\]

(37)

\[
\delta_{t}^{(i)} \leq 1 \forall t \forall t
\]

(38)

3.3. Linearization process of the operation model

The operation model is obtained with the objective function of (19) which is subjected to constraints (1)–(12) and (20)–(38). However, this model is challenging to solve due to several implicit and nonlinear constraints, including: (1) the implicit and nonlinear constraint (21) involving conditional expressions and nonlinear functions \( W_i, W_j, W_k \); (2) constraints (24)–(25), which are nonlinear functions according to (9)–(10); (3) the nonlinear expressions (11)–(12) and the implicit relationship with \( \delta_{ed} \) and \( \delta_{exc} \). To facilitate efficient solution, these constraints need to be equivalently transformed into linearized forms.

\[
\begin{align*}
\delta_{p}^{(i)} \leq \delta_{p}^{(i)} \forall t \forall t, \forall t,
\end{align*}
\]

(39)

(40)

(41)

(42)

(43)

(44)

(2) Battery constraints

The capacity level of the battery (in per unit), influenced by its charging and discharging power, is described by (32). To ensure the capacity level and the charging/discharging power of the battery remain within their limits, constraints are imposed as shown in (33)–(34). Eq. (35) guarantees that the battery cannot simultaneously operate in both charging and discharging modes.

\[
L_{1}^{(i)}(t) = \max \left( \frac{P_{in}^{(i)} - P_{out}^{(i)}}{L_{b}^{(i)}} \right) \forall t
\]

(32)

\[
L_{1}^{(i)}(t) \leq L_{b}^{(i)} \forall t
\]

(33)

\[
\delta_{p}^{(i)} \leq \delta_{p}^{(i)} \forall t \forall t
\]

(34)

\[
\delta_{p}^{(i)} \leq 1 \forall t \forall t
\]

(35)

(3) Power balance constraint

The power balance in the microgrid must be satisfied for its stable operation, which can be formulated by (36). Eq. (37) establishes the limits for the purchased power from external power systems and the curtailed RES power. Furthermore, constraint (38) ensures that the microgrid avoids the inefficient and non-economic operation of simultaneously purchasing power from external grids and curtailed RES power.

\[
P_{res}^{(i)} + P_{chp}^{(i)} + P_{grid}^{(i)} = P_{in}^{(i)} + P_{SOC}^{(i)} + P_{cur}^{(i)} + P_{load}^{(i)} \forall t
\]

(36)

\[
\delta_{t}^{(i)} \leq \delta_{t}^{(i)} \forall t \forall t
\]

(37)

\[
\delta_{t}^{(i)} \leq 1 \forall t \forall t
\]

(38)

3.3. Linearization process of the operation model

The operation model is obtained with the objective function of (19) which is subjected to constraints (1)–(12) and (20)–(38). However, this model is challenging to solve due to several implicit and nonlinear constraints, including: (1) the implicit and nonlinear constraint (21) involving conditional expressions and nonlinear functions \( W_i, W_j, W_k \); (2) constraints (24)–(25), which are nonlinear functions according to (9)–(10); (3) the nonlinear expressions (11)–(12) and the implicit relationship with \( \delta_{ed} \) and \( \delta_{exc} \). To facilitate efficient solution, these constraints need to be equivalently transformed into linearized forms.
in these intermediate variables for simplicity of expression and ease of understanding, but they are indeed temporal variables.

\[
\sum_{i=1}^{n} l_i = 1, \quad l_0 = 0, \quad l_n = 0 \tag{48}
\]

\[
\omega_j \leq l_{i-1} + l_i, \quad j \in [1, n] \tag{49}
\]

\[
\sum_{i=1}^{n} \omega_j = 1 \tag{50}
\]

\[
x = \sum_{i=1}^{n} \omega_j X_j \tag{51}
\]

\[
\tilde{f} = \sum_{i=1}^{n} \omega_j f(x_i) \tag{52}
\]

where \(l_i \in \mathbb{B}\) is a binary variable; \(\omega_j \in \mathbb{R}\) is a continuous variable; \(x_i\) and \(f(x_i)\) denote the input sampling points and corresponding function values; \(n\) is the number of sampling points for the variable \(x\).

\[
\sum_{i=1}^{n} \sum_{j=1}^{m} (h_{ij}^p + h_{ij}^q) = 1 \tag{53}
\]

\[
\lambda_{ij} \leq h_{ij}^p + h_{ij}^q + h_{i-1,j-1}^p + h_{i-1,j-1}^q + h_{i-1,j}^p, \quad \forall i \in [1, n], j \in [1, m] \tag{54}
\]

\[
h_{ij}^p = h_{ij}^q = h_{ij}^m = 0 \bigg|_{\text{start}}, \quad \forall i \in [1, n], j \in [1, m] \tag{55}
\]

\[
\sum_{j=1}^{m} \lambda_{ij} = 1 \tag{56}
\]

\[
x = \sum_{j=1}^{m} \sum_{i=1}^{n} \lambda_{ij} x_j \tag{57}
\]

\[
y = \sum_{j=1}^{m} \sum_{i=1}^{n} \lambda_{ij} y_j \tag{58}
\]

\[
\tilde{f} = \sum_{i=1}^{n} \sum_{j=1}^{m} \lambda_{ij} f(x_i, y_j) \tag{59}
\]

where \(h_{ij}^p, h_{ij}^q \in \mathbb{B}\) is a binary variable; \(\lambda_{ij} \in \mathbb{R}\) is a continuous variable; \((x_i, y_j)\) is the input sampling points while \(f(x_i, y_j)\) is the corresponding function value; \(n, m\) are the number of sampling points for the variable \(x, y\), respectively.

\[
\forall G_1 = \{W_i, H\} : \quad G_1 = G_1, \tag{50}\text{(48)-(52)}
\]

\[
\forall G_2 = \{W_i, W_j, F_i, F_j\} : \quad G_2 = G_2, \tag{51}\text{(53)-(59)}
\]

### 3.4. Summary of the operation model

Based on the linearization process, the operation model can be converted into an MILP model which can be mathematically described as (62). This MILP model can be effectively and efficiently solved by employing well-established commercial solvers such as Gurobi.

\[
\begin{align*}
\min \quad & C \\text{UB} \\
\text{s.t.} \quad & (1)-(9),(20), (22)-(23),(26)-(38), (41)-(44), (46)-(47), (60)-(61) \\
& \mathbf{U} = \left\{ p_{\text{grid}}^f, p_{\text{dis}}^f, p_{\text{SOC}}^f, p_{\text{rec}}^f, f_{\text{grid}}^f, f_{\text{dis}}^f, f_{\text{SOC}}^f, f_{\text{rec}}^f, Q_{\text{rec}}^f, \phi_{\text{rec}}^f \right\} \\
& \mathbf{B} = \left\{ p_{\text{grid}}^t, p_{\text{dis}}^t, p_{\text{SOC}}^t, p_{\text{rec}}^t, f_{\text{grid}}^t, f_{\text{dis}}^t, f_{\text{SOC}}^t, f_{\text{rec}}^t, Q_{\text{rec}}^t, \phi_{\text{rec}}^t \right\} \tag{62}
\end{align*}
\]

where \(\mathbf{U}\) and \(\mathbf{B}\) are respectively the set of continuous and binary variables.

### 4. Case studies

#### 4.1. Case descriptions

To validate the proposed operation method, comparative case studies are conducted based on the microgrid (see Fig. 3) that emulates the system setup and energy portfolios of the Danish Bornholm energy island. Historical operation data of the island in 2018 are utilized as input parameters to the proposed operation model, including renewable power production, power production of CHP plants, and electrical demands. The spot electricity price in the Danish electricity market was employed to calculate the electricity cost. These input data are shown in Appendix B. The parameters of the rSOC system are oriented from [14]. In most of the presented results, the hydrogen price was set at 1 €/kg based on a long-term price prediction [27,28], and the heat price was set at 52 €/MWh. However, a sensitivity analysis was performed to evaluate the impact of the heat price on the benefits derived from rSOC's heat recovery. Different heat price levels were considered in the analysis. The time resolution of the operation model is 15 min in which the transition between rSOC's operation modes must be thus considered. Furthermore, two other benchmark operation models were simulated for comparison with the proposed model. The three models are described as follows:

(a) Model A: the proposed model
(b) Model B: the operating temperature of the rSOC is fixed at 1023 K (following the assumption made in [9–12])
(c) Model C: no heat recovery [14]

Additionally, the impact of linearization approximation on the performance of the proposed model is also evaluated by considering different linearization accuracy levels.
4.2. Performance evaluation of the proposed model

4.2.1. Operation results

Fig. 4 illustrates the one-day operation results of the microgrid using the proposed operation model. Overall, the model effectively schedules the battery and rSOC based on the network power levels and electricity prices. An example of this is observed during the period of 21:00–24:00, where there is a surplus of network power and relatively low electricity prices, as shown in Fig. 4(a). In response to this, the surplus power is utilized by charging the battery and operating the rSOC in the electrolyzer mode to produce hydrogen, as seen from Fig. 4(b) and (d). Furthermore, during this period, the microgrid purchases a significant amount of electricity, as shown in Fig. 4(f). This is because the electricity cost is lower than the revenue generated from selling hydrogen and heat produced using the purchased electricity. As a result, additional profits can be obtained through this operation strategy.

In addition, Fig. 4(c) indicates that the proposed model can achieve mode switching for the rSOC. Particularly, the rSOC’s power at both FC mode and EC mode is effectively controlled beyond their lower thresholds (see Fig. 4(d)). Note that the negative rSOC’s power corresponds to the FC mode while the positive power represents the power consumption at the EC mode. Moreover, Fig. 4(e) shows that the proposed model can enable to recover the waste heat from the rSOC. More recovered heat can be obtained by decreasing the operating temperature, which is essentially due to releasing the stored heat in the rSOC.

4.2.2. Comparisons between the proposed model with other models

Fig. 5 compares economic performance between the proposed model (Model A) and the other two benchmark models (Model B and Model C). Overall, all three operation models can achieve economic savings for the microgrid through optimal energy management, driven by economic incentives. However, the difference between Model A and Model C indicates that integrating the heat recovery strategy in the operation model contributes to higher profits, with an average daily increase of approximately 18 € during a one-week operation. This increase is primarily attributed to the additional revenue generated by selling the recovered waste heat from the rSOC, while also eliminating wind curtailment costs. Additionally, comparing Model A to Model B reveals that the flexibility derived from the operating temperature adjustment of rSOC can be helpful in increasing the economic savings for the microgrid. Thus, enabling the controllability of rSOC’s temperature within the security threshold is recommended to release more operational flexibility for supporting system operations.

Although Model A brings a better economic performance compared to Model C, it introduces more complexity to the optimization model, posing challenges in computational efficiency. As shown in Fig. 6, Model A requires more time to compute the operation model compared to Model C. This is mainly due to the introduction of numerous auxiliary variables for linearizing the nonlinear constraints related to thermal dynamics in Model A. In contrast, Model C does not involve these nonlinear constraints as it does not consider heat recovery, making it faster to solve. Furthermore, as the scheduling horizon increases, the computational time of Model A rapidly increases.

Furthermore, the effectiveness of the proposed method under different time resolutions is examined. The operational model can be
fine-tuned using the model parameter $T_s$, effortlessly allowing for conducting the optimal operation of rSOC systems in scenarios with different time resolutions. By setting different $T_s$, we conduct a comparative analysis of daily total profits obtained using different operation models with varying time resolutions, as illustrated in Table 5. The results clearly indicate that our proposed operation model (Model A) consistently achieves maximum profits across different time resolutions. This robust performance underscores the effectiveness of our model, even when applied to rSOC systems with shorter mode-switching times.

It is concluded that the proposed model (Model A) effectively captures the operational details of rSOC systems, including operation mode switching and enabling heat recovery capabilities. By considering these details, the model provides a more reliable schedule for rSOC systems. Additionally, the model achieves cost-effective energy management for microgrids through enabling heat recovery and temperature adjustment. However, it is important to note that the proposed model has a relatively higher computational burden. Therefore, it is more beneficial for conducting short-term optimal operations, such as daily operations, with minute-level or lower resolutions. For longer-term planning or large-scale systems, where computational efficiency is critical, alternative approaches may need to be considered, such as choosing simpler model (like Model A) by simplifying operational details, or utilizing higher-efficient solving algorithms. In addition, it is demonstrated that the proposed operation model exhibits good robustness and adaptability in implementing the optimal operation of rSOCs with different mode-switching times.

4.3. Impact of heat price

Fig. 5 has demonstrated the profitability of rSOC’s heat recovery at a specific heat price (i.e., 52 €/MWh). In order to clarify the impact of the heat price on profitability, a sensitivity analysis of profitability is further conducted. As depicted in Fig. 7, it reveals that the profitability of Model A and Model B is getting better as the heat price increases because higher revenue via selling the recovered heat will be earned. This will not happen in Model C because it is disabled to obtain revenue from heat transactions. Moreover, the additional profit generated by Model A compared to the other two models increases as the heat price rises. This indicates that the operational flexibility provided by rSOC systems, through enabling heat recovery and temperature adjustment, becomes more valuable and profitable in scenarios where the cost of heat supply is quite high.

<table>
<thead>
<tr>
<th>Time resolution (min)</th>
<th>Model A</th>
<th>Model B</th>
<th>Model C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_s = 15$</td>
<td>51.26</td>
<td>44.93</td>
<td>33.39</td>
</tr>
<tr>
<td>$T_s = 10$</td>
<td>10.64</td>
<td>3.16</td>
<td>9.04</td>
</tr>
<tr>
<td>$T_s = 5$</td>
<td>21.17</td>
<td>11</td>
<td>8.65</td>
</tr>
<tr>
<td>$T_s = 2$</td>
<td>46.32</td>
<td>41.13</td>
<td>15.71</td>
</tr>
</tbody>
</table>

4.4. Evaluation of linearization approximation

The impact of linearization approximation on the proposed model is also analyzed. Fig. 8 shows the root-mean-square error (RMSE) calculated for the six nonlinear expressions in the proposed model, based on their linearized values compared to the actual values. It is observed that increasing the number of sampling points ($N_s$) for linearization leads to a smaller RMSE, indicating a closer approximation to the actual nonlinear values. Nevertheless, Table 6 also indicates that the higher $N_s$ results in increased computational time. Hence, there is a conflict between model accuracy and computational burden. It is therefore recommended to determine a reasonable linearization approximation level based on the specific scenario and the desired performance preference. For example, if fast and rough evaluations are required, a smaller $N_s$ may be preferable to minimize computational time. On the other hand, if accurate evaluations are essential, even at the expense of longer computational time, a larger $N_s$ can be chosen.

5. Conclusion

This work investigates the benefits of optimal energy management from rSOCs for maximizing the economic performance of rSOC-based microgrids, from the perspectives of modeling and operating. Fundamental models of rSOCs are developed to effectively incorporate more operational details into the operation models of microgrids, including electricity–heat–hydrogen interactions, mode switching process, and heat recovery potentials. The results reveal that:
(1) The proposed operation model can reasonably schedule the battery and rSOC in response to variations in exchanged power between the microgrid and external grids, and electricity prices. In particular, the model can enable rSOC to operate at different operation modes and coordinate the heat recovery of the rSOC. Additionally, this integration of heat recovery strategy in the operation model significantly improves the economic benefits of microgrids, particularly in scenarios with high heating costs. Additionally, allowing a wider temperature range for the rSOC further enhances economic performance through the proposed optimal operation method.

(2) The proposed method can enable the microgrid to coordinate rSOCs and other DERs to actively participate in offering grid services in electricity markets, which would enable the microgrid to coordinate rSOCs and other DERs to actively participate in offering grid services in electricity markets. This integration would enable the microgrid to coordinate rSOCs and other DERs to actively participate in offering grid services in electricity markets, thereby amplifying the economic benefits of rSOC-based microgrids.

(3) Due to incorporating more operational details, the proposed operation model is a bit time-consuming to solve. Achieving a balanced compromise between the model’s linearization accuracy and computational burden necessitates careful consideration of appropriate linearization approximation levels.

Regarding future work, a crucial aspect will entail integrating a comprehensive network model of the district heating system to encompass comprehensive and practical constraints pertaining to the heat recovery aspects of rSOCs. Furthermore, it is imperative to examine the feasibility of replacing CHPs with rSOCs for heat supply to district heating systems, and to further explore efficient solutions for achieving zero-carbon heat supply through rSOCs for district heating systems. Additionally, another valuable extension would be to integrate grid ancillary services into the proposed operation model. This integration would enable the microgrid to coordinate rSOCs and other DERs to actively participate in offering grid services in electricity markets, thereby amplifying the economic benefits of rSOC-based microgrids.
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Appendix A

According to [21], whether an rSOC system produces thermal power or requires external thermal power depends on the operation mode and the difference between the cell voltage ($U_{cell}$) and the thermo-neutral voltage ($U_{th}$). In the FC mode, the reaction is always exothermic where $U_{cell}$ is larger than $U_{th}$, thus always producing thermal power ($Q_e > 0$). However, only in the electrolysis mode with the exothermic reaction (i.e. ECEX mode in which the $U_{cell}$ is larger than $U_{th}$) [21], the rSOC systems can generate heat otherwise external heat should be supplied. Therefore, produced thermal power of rSOC systems during chemical reactions can be expressed by:

$$Q_e = \begin{cases} (U_{in} - U_{cell}) n I_{SOC}, & \text{if } \delta_{fc} = 1 \\ (U_{cell} - U_{in}) n I_{SOC}, & \text{if } \delta_{elex} = 1 \end{cases}$$

(A.1)

From the perspective of energy conversion, the system efficiency of rSOC can be also formulated by [14,21]:

$$\eta_{fc} = \frac{U_{cell}}{U_{th}}$$

(A.2)

$$\eta_{ec} = \frac{U_{in} \eta_F}{U_{cell}}$$

(A.3)

where $\eta_F$ is the Faraday efficiency which is closed to 100% [5].

By substituting (A.2)–(A.3) into (A.4), the produced thermal power can be reformulated as:

$$Q_e = \begin{cases} P_{fc} \left( \frac{1}{\eta_{fc}} - 1 \right), & \text{if } \delta_{fc} = 1 \\ P_e (1 - \eta_{ec}), & \text{if } \delta_{elex} = 1 \end{cases}$$

(A.4)
Appendix B

The input data for the operation model is shown in Fig. 9, including the historical data of power production and consumption for Danish Bornholm island in 2018 and electricity price in 2018.
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