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Abstract

In recent years, Autonomous Driving technology has surged in popularity, becoming
a key research focus. Despite commercial advancements, many legal and technical
challenges remain, particularly in AVs’ interactions with human road users.

Motion control algorithms for AVs in pedestrian scenarios are crucial for safety
and reliability. Traditional algorithms, which rely on manually designed policies,
scale poorly with complexity and are costly. In contrast, Deep Reinforcement Learn-
ing (DRL) allows for automatic policy learning. This thesis explores automated
AV decision-making in AV-pedestrian interactions using DRL and social psychol-
ogy.Firstly, we propose a framework based on Social Value Orientation and Deep
Reinforcement Learning capable of generating decision-making policies for the AV
with different driving styles. Adding a social term in the reward function design al-
lows us to tune the AV attitude towards the pedestrian from a more aggressive to
an extremely prudent one. This model achieves a 0% collision rate and exhibits 10
behavioral modes.

We also introduce a novel pedestrian model incorporating situational awareness
into a Social Force Model, enabling realistic pedestrian reactions to AV actions. We
perform experiments to validate our framework and we conduct a comparative analy-
sis of the policies obtained with two different model-free Deep Reinforcement Learn-
ing Algorithms. Comparative analysis of policies from two DRL algorithms, SAC and
PPO, reveals that SAC-trained vehicles stop 30% earlier and maintain a 1.5-meter
larger distance from pedestrians, while PPO policies yield 20% smoother acceleration
profiles. Extending to multi-agent settings, we employ Graph Convolutional Networks
to manage multiple vehicles and pedestrians, capturing agent inter-relationships effi-
ciently.

Lastly, we develop a 3D Virtual Reality environment for studying pedestrian inter-
actions with vehicles. Using VR technology, we collect data safely and cost-effectively.
Graph neural networks predict pedestrian trajectories with a 0.17 m average dis-
placement error, demonstrating the framework’s effectiveness in studying pedestrian-
vehicle interactions.

Keywords: Autonomous Driving, Deep Reinforcement Learning, Social Value
Orientation, Pedestrian Modelling, Situational Awareness, Virtual Reality, Human-
Robot Interaction.
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Chapter 1

Introduction

In the past few years, there has been a growing interest in the development of tech-
nology for autonomous vehicles (AVs). This is due to recent advances in robotics and
machine learning, which have enabled autonomous driving (AD) engineers to develop
algorithms that can tackle the complexity of the autonomous driving task [1]. AVs
have the potential to improve traffic quality, reduce traffic accidents, and improve
the quality of time spent during travel [1]. Even though we have witnessed a rapid
spread of Advanced Driver-Assistance Systems (ADAS), the number of deaths on the
world’s roads remains unacceptably high, with an estimated 1.35 million people dying
each year, as stated in the Global Status Report on Road Safety [2]. Over the past
few years, the automotive industry has shown an increasing interest in the develop-
ment of autonomous driving, as ADAS have become a reality. ADAS use automated
technology, such as LiDAR sensors and cameras, to detect nearby obstacles or driver
errors, and respond accordingly. The level of automation of autonomous vehicles is
standardized in the J3016 SAE document [3]. SAE defines six levels of automation,
with a decreasing degree of human intervention. Level 0 represents vehicles with no
automation, whereas level 5 represents a fully automated vehicle, capable of navi-
gating through any kind of road scenario. A high degree of automation will require
achieving high safety standards and overcoming, not only technical challenges, but
also legal and ethical ones [4].

In order to operate in an efficient and safe manner, AVs need to behave in a human-
like fashion and generate optimal behaviours that take the interactions with other
agents into account [4]. This is critical for the reduction of potential traffic accidents,
as unusual or unpredictable behaviour could negatively impact human driving safety.
For example, cautious but unnecessary stops at intersections could cause rear-end
collisions. Indeed, one of the current challenges in Autonomous Driving involves
unconventional methods of communication (e.g. external Human Machine Interfaces)
or movement patterns employed by AVs, such as unpredictable lane changes or sudden
stops for pedestrians, which can potentially bewilder human drivers. This not only
constitutes a potential danger during interactions between vehicles but can also result
in a reluctance among the public to accept AVs. Inevitably, AVs will have to share
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Chapter 1. Introduction 1.1. Approach

roads with Human Driven Vehicles (HDUs), originating mixed traffic scenarios with
both AVs and humans (drivers, cyclists or pedestrians). Thus, it is imperative that
AVs behave in a manner that mimics human interactions, as human drivers desire to
continue their established practices for vehicle-to-vehicle communication [5].

Advances in many aspects of AV technology are required to develop fully auto-
mated vehicles,, ranging from perception, decision-making, planning, and control [6],
[7]. When it comes to predicting the behaviour of surrounding traffic participants and
taking decisions accordingly for AVs, the interactions with surrounding traffic par-
ticipants become increasingly important, as the AV’s actions affect the surrounding
agents’ behaviour and vice versa [8].

The main research area of this thesis is decision-making for AVs. The decision-
making of an AV can be divided into three main components: strategical, tactical,
and operational [9]. The strategical decision-making refers to the planning of a global
route that handles the transportation mission. The tactical decision-making modifies
the strategic level in response to the current traffic conditions. This would involve
decisions such as whether to yield or cross at an intersection, whether or not it is suit-
able to change lane at a given time, and so on. Finally, the operational level translates
the tactical level into lower-level commands (such as acceleration and steering) and
defines a detailed trajectory. Low-level control of the vehicle is a mature research
area and can be solved with classical control theory methods [7].

The focus of this thesis is interaction-aware autonomous driving in the presence
of pedestrians. Interaction-aware autonomous driving is a type of autonomous driv-
ing that takes into account the interactions between the autonomous vehicle and
other road users, such as other vehicles, pedestrians, and cyclists. This means that
interaction-aware autonomous vehicles are designed to predict the behavior of other
road users and to avoid collisions. This thesis addresses high-level tactical decision-
making when pedestrians are present, along with a brief examination of predicting
the movements of pedestrians around the ego-vehicle.

1.1 Approach

Numerous research articles have shifted their attention to the development of inte-
raction-aware control approaches for AVs. These approaches include game theory
[10], [11], Deep Reinforcement Learning [12], [13] and Model Predictive Control [14].
However, most of these methods are tailored for scenarios comprising AVs and HDUs,
with less focus on pedestrian-AV interactions. Indeed, although autonomous driving
has been an active research area in recent years, most literature focuses on scenarios
involving only vehicles with more limited work that addresses heterogeneous scenar-
ios, which include both vehicles and pedestrians [15]. Therefore, the first motivation
of this thesis is the design of AV decision-making algorithms in the presence of pedes-
trians.

Current AV projects are aiming at an SAE level 4 or higher, i.e. at achieving fully
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autonomous vehicles. This requires algorithms that are capable of handling complex
situations. Many recent studies on autonomous vehicles control make use of sophisti-
cated Artificial Intelligence (AI) algorithms that are capable of learning complex con-
trol policies without being explicitly handcrafted. In particular, recent advances in
machine learning enable the possibility of learning-based approaches for autonomous
driving decision-making. Combined with deep learning techniques, Reinforcement
Learning (RL) is a very promising field which has achieved relevant breakthroughs in
the last few years. Agents trained with RL have been capable of exceeding human-
level performance in video games [16], [17], in the game of Go [18], in continuous
control problems [19], and robotics [20], [21].

Besides, traditional learning-based methods (e.g. linear regression, decision trees),
game theoretic models or optimal control do not scale well with increasing traffic
dimensions and are mostly tailored for limited driving scenarios. Deep learning tech-
niques have played a significant role in greatly enhancing perception systems [22] and
have more recently been investigated in the decision-making domain [23]. There-
fore, this thesis will study how DRL methods can be applied to interaction-aware
decision-making for AV in the presence of pedestrians.

A challenge that arose during this research is that most DRL papers treat pedes-
trians as mere moving obstacles. To circumvent the introduction of a real human in
the loop that would significantly slow down the DRL training process, it becomes
essential to incorporate pedestrian models in simulations that mimic the behaviour of
humans [23]. There is scarce literature of pedestrian models that deal with scenarios
comprising multiple vehicles and lanes. Firstly, a comprehensive literature review has
been conducted to find out relevant research questions that had to be addressed.

Identifying Research Gaps in Interaction-Aware AV Motion Planning and
Decision-Making – Publication 5
Interaction-Aware Motion Planning and Decision-Making refers to the processes by
which AVs navigate and make decisions while taking into account the interactions
with other vehicles, pedestrians, and various elements in their environment. Identi-
fying what aspects of Interaction-Aware AV Motion Planning and Decision-Making
have not been extensively studied or remain unclear can help guide future research
efforts and ultimately contribute to the development of safer and more effective au-
tonomous vehicle systems. A comprehensive review of the existing literature pertain-
ing to Interaction-Aware Decision-Making for Autonomous Vehicles (AVs) has been
conducted. This review involved the analysis of more than 300 scholarly papers ded-
icated to this subject matter, and the findings have been synthesized into a survey
paper, which is a component of publication 5 and part of Chapter 3 of this thesis.
The outcome of this review has been instrumental in pinpointing several critical re-
search gaps, offering valuable insights that serve as guiding principles for the research
delineated in this thesis.

In particular, most of the existing research focuses on planning and decision mak-
ing from AV from a robotics perspective, disregarding the role of social factors in
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the decision-making process. Although some efforts have been made to include So-
cial Psychology concepts into Game Theoretic motion planning methods, little to few
studies focus on integrating such concepts into learning-based systems. We identify
Deep Learning applications to Autonomous Driving system as a hot research topic in
the area but little to no studies consider social aspects to aid decision-making. The
integration of these essential social factors into the AV decision-making process forms
the core of the responses to the research questions posed under RQ1, RQ2, RQ3, and
RQ4.

In particular, the following research questions (RQs) are considered:

RQ1: How can we incorporate Social Psychology aspects to aid AV decision-
making? – Publications 2
The potential integration of insights and principles from the field of Social Psychol-
ogy into the process of decision-making for autonomous vehicles (AVs) is a under-
researched topic. We are interested in exploring the potential benefits of using insights
from Social Psychology to make autonomous vehicles better at understanding and re-
sponding to the social aspects of driving, including interactions with human drivers,
pedestrians, and other social elements on the road. This could involve designing AV
algorithms and systems that take into account human behavior, emotions, and social
cues to make more contextually aware and socially responsible decisions.

Proposed Solution: In this thesis, we propose to exploit recent advancements in Deep
Reinforcement Learning (DRL) to tackle this question. As mentioned in RQ1, DRL
We introduce a framework based on Social Value Orientation and DRL that is capable
of generating decision-making policies with different driving styles . Social Value
Orientation (SVO) is a concept from social psychology and economics that refers to
an individual’s preferences or orientation regarding the distribution of resources or
outcomes in social situations Social Value Orientation (SVO) describes an individual’s
predisposition or attitude toward the distribution of resources between themselves and
others. It reflects how a person views fairness, cooperation, and self-interest in social
interactions. IN particular, the addition of a social term allows us to tune the AV
behaviour towards the pedestrian from a more reckless to an extremely prudent one.
The ego-vehicle agent is trained with state of the art RL algorithms and it is shown
that Social Value Orientation is an effective tool to obtain pro-social AV behaviour.

In this first study, a pedestrian-AV simulator is developed where we consider a
typical straight road scenario with a single pedestrian. The pedestrian motion and
response to vehicle is obtained via Social-Force based models from [24]. Although we
are able to demonstrate that the introduction of SVO to the DRL framework provides
some benefits, there are still a few limitations to this work. Firstly, the pedestrian
model’s gap acceptance curve is not similar to real world data. Secondly, the study
focuses on single agent scenarios, so an immediate issue is how to extend the results
to multi-agent scenarios and whether the social psychology aspects can still benefit
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AV decision-making in more cluttered scenarios. We address this issues in RQ3 and
RQ4.

Thesis chapters: the research question will be addressed in Chapter 4.

RQ2: What pedestrian models are suitable for DRL training? Publication
– 1 Pedestrians are considered part of the environment during DRL training. The
models that guide their behaviour must therefore be computationally efficient so as
not to cause any bottleneck during training and drastically increase training time.

Proposed Solution: A novel computationally-efficient pedestrian model that combines
the concepts of situational awareness [25] and Social-Force [26] is developed to deter-
mine the pedestrian trajectory under the vehicle influence. The ego-vehicle motion
affects the pedestrian decisions by indirectly altering the available time-gap to com-
plete crossing and the social forces acting on the pedestrian. In turn, pedestrian
motion serves as a cue for the ego-vehicle controller, thereby mutually influencing
each other. We evaluate our pedestrian model using a set of typical road scenarios
and by comparing pedestrian motion statistics with real world data and state-of-the-
art pedestrian models.

Then, agents trained with model-free DRL algorithms learn the interaction pat-
terns with the pedestrian and exploit them to indirectly affect pedestrian motion. For
instance, the vehicle learns the effect that its own acceleration on pedestrian’s deci-
sions, thereby hindering or favouring the pedestrian crossing. We demonstrate how
our reward choice produces controllers that naturally exhibit human-like behaviour,
with a plethora of different driving styles, ranging across a spectrum from aggressive
to pro-social according to the choice of the SVO value. We conduct a set of quali-
tative and quantitative experiments aimed at evaluating the effect of SVO addition,
and model performances under both nominal and high-risk scenarios.

Thesis chapters: the research question will be addressed in Chapter 4.

RQ3: How can cluttered multi-agent scenarios be tackled and what are
the effects of integrating concepts from Social Psychology? – Publication
4 Autonomous Vehicles will need to operate in scenarios where multiple surrounding
agents (other vehicles and pedestrians) are present. In the first part of the thesis
(RQ2-3) the focus is mainly on single AV-driver interactions. Here we are looking on
how to expand the developed methods to tackle a more complicated road scenario
that includes multiple agents surrounding the ego-vehicle.

Proposed Solution: We have developed a multi-agent simulator, building upon the
CARLO simulator [27]. This simulator encompasses various vehicles and pedestrians
and serves as the foundational environment for training Deep Reinforcement Learning
(DRL) agents.

The dynamic nature of traffic environments poses challenges for DRL when deal-
ing with neural network structures featuring fixed input sizes. To address this issue,
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we propose the utilization of state-of-the-art Graph Convolutional Network (GCN)
architectures. Specifically, we introduce a neural network design that maintains in-
variance to the presentation order of surrounding traffic participants. This type of
network boasts several advantages over conventional Multilayer Perceptron (MLP)
or Convolutional Neural Network (CNN) architectures. Firstly, it can accept a high-
level representation of the ego-agent’s surroundings as input. Secondly, its input size
is adaptable, making it suitable for applications like autonomous driving, where the
number of surrounding agents can vary.

One of the prominent challenges in our simulator’s development pertained to mod-
eling pedestrian behavior. In cases where only a single vehicle was present near a
pedestrian, existing literature offers numerous pedestrian models to address the is-
sue. However, as the environment becomes more crowded, no pedestrian models were
available in the literature to tackle complex scenarios, such as multi-lane crossings
and interactions with multiple vehicles. Therefore, our study also proposes the devel-
opment of a pedestrian model based on DRL. The pedestrian is trained using Level-k
Game Theory and is compared against existing models in the scenarios in which those
models are valid.

Furthermore, we investigate the effects of Social Value Orientation (SVO) in multi-
agent scenarios to analyze its benefits.

Thesis chapters: the research question will be addressed in Chapter 5.

RQ4: How can real-world AV-Pedestrian interaction data be captured
in a safe and cost effective way for evaluating the performance of DRL
models? There is currently no complete theory that explains how human road users
interact with vehicles, and studying them in real-world settings is often unsafe and
time-consuming. This raises the research question of how to obtain such data in a
safe and cost-effective way.

Proposed Solution: This study proposes a 3D Virtual Reality (VR) framework for
studying how pedestrians interact with human-driven vehicles and autonomous vehi-
cles. A Virtual Reality environment for single pedestrian-driver/AV interactions has
been developed using Unreal Engine. Pedestrians can connect to the Virtual Reality
environemnt via a VR headset and their posture is captured by a motion capture
system and streamed directly inside the virtual reality environment. A driver is also
connected to the VR environment, which creates a suitable environment in which they
can safely interact with each other. The main advantages of VR data collection over
real world data collection include: reduced costs, it is easy to design new scenarios,
increased safety.

The proposed framework uses VR technology to collect data in a safe and cost-
effective way, and deep learning methods are used to predict pedestrian trajectories.
Graph neural networks have been used to model pedestrian future trajectories and
probability of crossing the road. The results of this study show that the proposed
framework can be used to collect high-quality data on pedestrian-vehicle interactions
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in a safe and efficient manner. The data can then be used to develop new theories of
human-vehicle interaction and to train autonomous vehicles to better interact with
pedestrians. In particular, we are further looking to utilise the system to validate the
methods proposed in the previous research questions to aid the development of AV
research. The VR framework can be used to assess the human-likeness of algorithms
before being deployed to the real world, in a cost effective fashion.

Thesis chapters: the research question will be addressed in Chapter 6.

1.2 Contributions

The main contributions of this thesis are:

� a novel conceptual framework to integrate social psychology into the AV design.
In particular, the introduction of SVO into the DRL framwork to influence the
ego-vehicle strategies, achieving behaviours that range from egoistic to pro-
social, without affecting pedestrian safety;

� the introduction of a novel pedestrian simulation model that combines gap-
acceptance methods with Social Force Models to model the pedestrian crossing
behaviour;

� an extension of the aforementioned SVO introduction to multi-agent scenarios.
Including a permutation-invariant neural network to tackle multi-agent scenar-
ios;

� the development of a traffic simulator, with a wireless HMD device (HTC Vive)
that allows the users freedom of movement in combination with a motion cap-
ture system;

� a framework where pedestrians and user controlled vehicles can coexist with
each other, as well as with Autonomous Vehicles. This framework can be used
in the future to aid Autonomous Driving research for validation and testing.

1.3 Limitations

In this section we highlight the limitations and assumptions of this thesis:

� The presented algorithms have been developed and tested in simulation en-
vironments. How these algorithms can be deployed into the real world is an
interesting research question that falls beyond the scope of this thesis.

� The question of whether safety can be assured solely through a learning-based
approach remains unresolved and falls beyond the scope of this thesis. Although
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the collision rates and success rates are analysed, it is presumed that in real
world applications there will always be an essential safety layer overseeing the
decisions made by RL-based agents.

� The DRL framework assumes that the state of the environment is known to
the agent. How an AV can produce a high level representation of the state
space from raw sensor data (LiDAR and cameras) is also beyond the scope of
this thesis. In this thesis it is assumed that a high-level representation of the
environment surrounding the ego-vehicle is already available to the decision-
making.

1.4 Thesis Outline

Chapter 2 introduces the technical background which is mostly relevant to the thesis.
Chapter 3 covers a vast amount of prior work to further motivate the problem

and explore past studies.
Chapter 4 exhibits the benefits of using Social Psychology aspects in the design of

AV policies in a single-vehicle single-pedestrian scenario. A 2D pedestrian simulator
is developed and tests are performed to evaluate the AV model.

Chapter 5 extends the results of Chapter 4 to multi-agent scenarios in more com-
plicated road layouts. A GCN neural network is constructed and trained with DRL.
Additional tests are performed to evaluate the impact of SVO in multi-agent settings.

Chapter 6 introduces a VR framework that can be used to validate AV policies in
a safe and cost effective way.
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Chapter 2

Technical Background

This Chapter provides a summary of the most important concepts and introduces
the notation that will be used in subsequent Chapters. Markod Decision Processes
and Reinforcement learning, which will be used extensively in Chapters 4 and 5 are
covered in Sections 2.1 and 2.2.

2.1 Markov Decision Processes

A Markov Decision Process (MDP) 2.1 is a discrete-time stochastic process that
provides a framework to describe situations where the outcome of a process is partly
under control of a decision-making agent and partly random. An MDP is represented
by a 4-tuple (S;A; T ; R):

� S is the set of states of the environment called the state space;

� A is the set of actions that the agent can take (action space);

� T (st+1jst; at) is the state transition probability, which indicates the probability
of the environment evolving to state st+1 from state st after the agent takes
action at;

� and R(st+1jst; at) is the immediate reward function received after transitioning
to state st+1 from state st with action at.

In an MDP, the agent (see Figure 2.2), which in Autonomous Driving can represent
the ego-vehicle, interacts with its environment at discrete time steps. The agent
performs an action at 2 A which causes a change in the environment state st 2 S.
The action taken is chosen according to a policy �(ajs), which is a function that maps
the current state to an action. �(ajs) is mostly chosen as a stochastic function rather
than a deterministic function. In turn, the environment gives the agent a numerical
reward rt and evolves to a new state st+1 � T (st+1jst; at) sampled from the transition
probability.
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Figure 2.1: A Markov Decision Process with states, actions and rewards.

2.2 Reinforcement Learning

Reinforcement Learning (RL) is a branch of machine learning that is concerned with
the study of decision-making of intelligent agents. RL uses the MDP framework to
model the decision process and provides a set of algorithms and techniques to find
optimal policies.

In many cases, the transition probability function T (st+1jst; at) is either unknown
or difficult to model. A possible solution to overcome this problem is to use a simulator
which provides samples from the transition distribution. The episodic environment
simulator can be initiated from an initial state and provides a subsequent state and
reward each time it is given an action input. This approach enables the generation
of sequences of states, actions, and rewards, typically referred to as episodes. Re-
inforcement Learning can solve Markov-Decision processes with unknown transition
probabilities. The goal of an RL algorithm is to learn an optimal policy ��(ajs), which
is a mapping from the state space to the action space, that maximises the expected
future total reward:

J(�) = E�[
1X

k=0

krt+k] (2.1)

where  is called the discount factor. Gamma is less than 1, so events in the distant
future are weighted less than events in the immediate future.

Reinforcement Learning can be combined with function approximators (e.g. Neu-
ral Networks) to address problems with large state spaces. When Neural Networks
are combined with Reinforcement Learning it is named Deep Reinforcement Learning
(DRL). In the following Subsections, we will go through some DRL algorithms that
have been used throughout this thesis. Autonomous Driving has inherently large
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Figure 2.2: The RL framework. As the agent interacts with the environment, the RL
algorithm updates the policy function based on the experience gathered in order to
improve the policy and achieve better cumulative reward in the future.

state-spaces, which makes DRL suitable for the area.

2.2.1 Double Q-Learning

Q-learning is a model-free reinforcement learning algorithm used to learn the optimal
action-selection policy for an agent in an environment. Q-Learning is an RL algorithm
that seeks to find an optimal policy by estimating the so-called Q function, which is
defined as the expected future cumulative reward under policy � after taking action
a in state s:

Q(s; a) = E�[
1X

k=0

krt+kjst = s; at = a] (2.2)

Therefore, selecting actions with the highest Q-value in state s will lead to higher
cumulative rewards in the future.

Double Q-learning [28] is a reinforcement learning algorithm designed to miti-
gate overestimation bias in action value estimates, which can occur in traditional Q-
learning algorithms. Overestimation bias can lead to sub-optimal or unstable learning
in certain environments. The idea is to use two separate Q-value estimators, resulting
in two sets of network weights � and �0. For each update, one set of weights is used
to determine the greedy policy and the other to determine its value. For comparison,
the temporal difference (TD) errors of single Q-learning and double Q-learning are:

�Qt = rt+1 + Q�(st+1; argmax
a

Q�(st+1; a))�Q�(st; at) (2.3)

�DoubleQ
t = rt+1 + Q�(st+1; argmax

a
Q�0(st+1; a))�Q�(st; at) (2.4)
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The first set of weights is updated using gradient descent. The second set of weights
can be updated either by copying the first set of weights every N steps or via Polyak
averaging �0  �� + (1� �)�0, with � 2 (0; 1). Using these independent estimators,
an unbiased estimate of the action values can be obtained.

2.2.2 Soft-Actor Critic Algorithm

The Soft-Actor Critic algorithm (SAC) is an RL algorithm that combines the RL
framework with the principle of maximum entropy and is designed for continuous
action spaces. The policy seeks to maximise a modified version of the expected
future reward which is defined as:

max
�

J(�) =
X

t=0

E�[r(st; at) + �H(�(�jst))] (2.5)

J(�) maximises both the expected cumulative reward and an entropy termH(�(�jst)),
to encourage exploration at the time of training and improve training speed. The
parameter � is known as the temperature and it affects the weight of the entropy
term. More precisely, SAC aims to learn three functions: the policy network with
parameter �, ��, a soft Q-value function parametised by w, Qw, and a soft state value
function parametrised by  , V . The experience gathered by the agent is stored in a
replay buffer and, similar to DQN and DDPG, the Q network and the value network
are trained using supervised learning with the data contained in a replay buffer. The
targets for the network update are defined as:

Q̂(st; at) = r(st; at) + Est+1��pi(s) [V (st+1)] (2.6)

V̂ (st) = Eat��� [Qw(st; at)� � log ��(atjst)] (2.7)

The policy is parametrised as a stochastic neural network

at = f�(�t; st) (2.8)

where �t is an input noise vector, sampled from a Gaussian distribution. Then objec-
tive function for policy optimisation can be rewritten as:

J�(�) = Est;�t [� log(��(f�(�t; st)jst)�Q�(st; f�(�t; st))] (2.9)

2.2.3 Proximal Policy Optimisation Algorithm

Proximal Policy Optimisation (PPO) [29] is a model-free Deep RL algorithm designed
for continuous actions spaces. In order to improve training stability, PPO imposes a
constraint on the size of the policy update at each iteration, which results in smoother
policies that are appealing when considering our problem from an ergonomics per-
spective.
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The objective function measures the total advantage over the state visitation
distribution and actions. In a standard off-policy algorithm it can be expressed as:

J(�) = Ea��[
��(ajs)
�(ajs)

A�old(s; a)]

where �(ajs) is the sampling distribution.
Since PPO uses the old policy �old to generate data and we update the parameters

�, the objective function becomes:

J(�) = Ea���old
[
��(ajs)
��old(ajs)

A�old(s; a)] (2.10)

PPO updates the policy parameters � so as to maximise a slightly modified version
of equation 2.10, which takes into account the constraint on the policy update, by
the addition of a clipping parameter �. Let r(�) = ��(ajs)=��old(ajs), the modified
objective function for PPO is:

J(�) = Ea���old
[min(r(�)A�old(s; a); clip(r(�); 1 � �; 1 + �)A�old(s; a))] (2.11)

The objective of this modified objective function is to discourage policy updates that
would cause big policy parameters variation even though they would lead to greater
rewards.

2.3 Social Value Orientation

In Social Psychology, Social Value Orientation (SVO) [30], [31] is a value that de-
scribes how much a person values other people’s welfare in relation to their own.
Each individual can be modelled as an agent that selects actions so as to maximise
their own utility function. We can model each individuals social preferences by ex-
pressing their own utility function as a combination of two terms, the ego agent’s
selfish utility Uself and a term that captures other agents’ utility Uother (see Fig 2.3):

Utotal = cos(’)Uself + sin(’)Uother (2.12)

where ’ is the SVO value. It is an angle, whose value affects the weights of the two
utility terms, and therefore the balance between selfish and altruistic rewards. We
can characterise the personality of each individual with the SVO value. For example,
an SVO value of 90° corresponds to fully altruistic behaviour, whereas an SVO value
of 0° corresponds to an individualistic agent. In our work, we focused on SVO values
between 0° and 90°, as we want the AV to exhibit pro-social behaviour and yield to
the pedestrian if necessary to avoid dangerous situations.

SVO has been previously used to design controllers in a game-theoretic setting
[32], but this demands long complex computations to solve for a Nash equilibrium
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Figure 2.3: Social Value Orientation ring. The SVO value ’ affects the behaviour of
the ego-vehicle.

points. In our work, we try to mitigate the computational cost of the optimisation
problem by using SVO in the RL framework, thereby moving the computational
cost from execution time to training time, in a learning-based fashion. We integrate
the SVO concept directly in the MDP model formulation by constructing a reward
function that is composed of two terms, one that models the AV’s own objective Uself
and one that models the pedestrian’s objective Uother.

2.4 Social Force Pedestrian Models

Social Force Models [26] are a class of mathematical models used to simulate the
movement and behaviour of pedestrians in crowded environments. These models are
particularly relevant for understanding the dynamics of pedestrian flow in situations
like urban planning, building design, evacuation planning, and crowd management.
The main idea behind Social Force Models is to represent pedestrian behaviour as
a result of forces acting on individuals within a crowd. Although they have initially
been designed for crowd studies, Social Force Models have also been extended to
include vehicle influences on pedestrian motion [24].

In a Social Force Based model , pedestrians are regarded as point mass particles,
with their motion governed by Newton equations of motion:

d2~r
dt2

=
d~v
dt

=
~Ftotal

m
(2.13)

where ~r and ~v represent the pedestrian position and velocity respectively, and m
represents the pedestrian’s mass. The total force ~Ftotal influences the pedestrian
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acceleration and can be decomposed further in three terms:

~Ftotal = ~Fnav + ~Fveh + ~Fsoc (2.14)

The three terms have different effects on the pedestrian motion and shape the
pedestrian’s trajectory, making them reach their goal position while avoiding obstacles
at the same time. The term ~Fnav has the overall effect of pulling pedestrians towards
their goal position. The term ~Fveh is used to shape the effect of the vehicle on the
pedestrian motion, whereas the term ~Fsoc is the so called social force. The social
force term models how pedestrians interact with each other but since we are mainly
concerned on AV decision-making in the presence of a single pedestrian, we will
neglect this term in the further discussions within this paper.

2.5 Graph Neural Networks

Graph Neural Networks (GNNs) are a class of Neural Networks (NNs) models that
have been developed to process graph-structured data. A graph G = (V ; E) is a data
structure that consists of a set of nodes (vertices) V and a set of edges E that connect
pairs of nodes. Graphs are used to represent and model various types of relationships
and connections between objects or entities.

Nodes are identified by a unique index i 2 V and directed edges as ordered pairs
of nodes (i; j). Nodes and edges can be associated to feature vectors xi and xi;j.
The feature vectors contain some characteristics of the nodes or of the edges. As an
example, a graph could be used to represent the road structure connecting towns on a
map. In this case, nodes can be associated to cities and edges to the roads connecting
them. Node features would include city related information, such as population and
area, whereas edge feature would represent road information, such as the length of
the road. A GNN processes a graph with its associated feature vectors and make
predictions. This kind of predictions can be performed at node-level, edge-level, or
graph-level. Graph-level predictions concerns global-properties of the graph, whereas
node-level and edge-level predictions are predictions for each node and edge in the
graph respectively. Each node has an associated set of neighboursN (i), which consists
of all the nodes j such that an edge from j to i exists, (N (i) = fjj(j; i) 2 Eg).

A key feature regarding GNNs (see Fig.2.4) is the message-passing operation. It
is a similar operation to the convolution used for image processing in Convolutional
Neural Networks and is used to combine information from different nodes to improve
the predictions. Message passing operations include GCNConv (Graph Convolutional
Networks) [33], GAT (Graph Attention Networks) [34] and GraphSAGE [34]. Com-
mon to all of them is that they update features of each node and edges by combining
their features with those of neighbouring nodes. We denote hidden representations in
the neural network for nodes and edges as hi and hi;j, and updated representations
as h0i and h0i;j. We can write the operations as:

15



Chapter 2. Technical Background 2.6. Level-k Game Theory

Figure 2.4: Example of a graph neural network.

h0i = �

 

hi;
M

j2Ni

 (hi;hj;hi;j)

!

(2.15)

where � and  are differentiable functions (e.g. artificial neural networks whose
parameters need to be learned) and

L
is a permutation-invariant aggregation opera-

tion over neighbouring nodes that can accept any number of inputs (e.g. element-wise
sum, min, or max). A similar general expression can also be used to update edge fea-
ture representations but will be less relevant to this thesis, therefore will be omitted.

GCNs can process dynamically-changing graphs and can capture interrelationships
between nodes, which makes them ideal candidates to study in the field of interaction-
aware decision-making for AVs. They will serve as the basis for multi-agent scenarios
studies in Chapter 5.

2.6 Level-k Game Theory

Game theory models have been introduced in 3.3.3 of Chapter 3. Level-k game the-
ory, also known as cognitive hierarchy theory, is a concept in game theory that seeks
to model the decision-making process of individuals in strategic interactions. At the
lowest tier of this hierarchy is what it is called level-0 reasoning. A level-0 agent can
be described as nonstrategic or naive since their decisions do not take into consid-
eration other agents’ potential actions; instead, they rely on pre-determined actions.
Moving up one level, we encounter strategic level-1 agents. These individuals deter-
mine their actions by assuming that other agents are operating at level-0 reasoning.
Consequently, the choices made by level-1 agents are optimal responses to the actions
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of level-0 agents. In a similar fashion, level-2 agents perceive other agents as level-1
reasoners and make their decisions accordingly. This sequential pattern continues for
higher reasoning levels. Notably, in certain experiments, researchers have observed
that humans typically exhibit reasoning levels up to level-3, although this can vary
depending on the specific type of game being played.

Level-k game theory has the advantage of computing approximations of Nash
Equilibrium by reducing the reasoning depth. It can help describe and explain de-
viations from Nash equilibrium, especially in cases where players have bounded ra-
tionality or varying levels of strategic sophistication. Level-k reasoning provides a
behavioural perspective on how individuals approach strategic interactions, which
can shed light on real-world decision-making that does not always align with the
strict assumptions of Nash equilibrium.
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Chapter 3

Literature Review

A large variety of methods ranging from Game Theoretic Models to Machine Learning
approaches has been applied to the problem of Autonomous Driving. In this Chapter,
I provide an overview of such methods, with a focus on AV-Pedestrian Interaction.

This review consists of three main sections which cover different areas in interaction-
aware autonomous driving. We introduce terminology used in interaction-aware au-
tonomous driving in Section 3.1. Section 3.2 will cover human factors studies on
what affects human decision making while driving, as well as pedestrian behavioural
studies. Section 3.3 gives a broad overview and classification of existing techniques
that are used in interaction modelling. Sections 3.3.1 and 3.3.2 cover state-of-the-art
techniques used for motion-planning and decision-making in interactive scenarios.

3.1 Terminology

Figure 3.1: a) the ego-vehicle is controlled by the autonomous system, whereas sur-
rounding traffic participants act on their own will. b) two agents interacting with
each other determine an area of conflict.

Before we discuss the recent advances in interaction-aware motion-planning and
decision-making, we will first define some of the terminology used in this field. In the
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Figure 3.2: Architecture of AV systems. Solid line boxes identify modules that are
closely related to interaction-aware models.

field of autonomous driving, the term ego-vehicle refers to the specific vehicle whose
behaviour is to be controlled and studied. All other vehicles, cyclists, pedestrians,
etc. that occupy a region of space around the ego-vehicle are treated as interactive
obstacles and are referred to as surrounding traffic participants or as other road users,
see Fig. 3.1a. Interaction-aware autonomous driving is a field of research that focuses
on developing AVs that can safely and efficiently interact with other road users, such
as vehicles, pedestrians, and cyclists. Traditional autonomous driving approaches
often treat surrounding traffic participants as dynamic obstacles. However, this is
not a realistic approach, as they are constantly changing their behaviour to adapt
to the current situation. Multiple surrounding traffic participants can give rise to
space-sharing conflicts amongst themselves or with the ego-vehicle: a situation from
which it can be reasonably inferred that two or more road users are intending to
occupy the same region of space at the same time in the near future, see Fig. 3.1b.
The agents involved in the conflict are said to display an interactive behaviour, which
implies that their behaviour would have been different if the space-sharing conflict
had not occurred [35]. Since space sharing conflicts happen all the time when driving,
it is crucial that the algorithms developed for AVs be aware of the dynamics of the
interactions between agents. Such algorithms are said to be interaction-aware and
are often the focus of recent autonomous driving research [36].

There are a number of challenges that need to be addressed in order to develop
interaction-aware autonomous driving systems [37]. One challenge is the need to
accurately predict the behaviour of other road users. This is a difficult task, as the
behaviour of other road can be affected by a variety of factors. Another challenge is
the need to develop algorithms that can safely and efficiently interact with other road
users and produce an AV behaviour that compels to human-like standards. Fig. 3.2
shows the main parts that make up an AV system. Raw data from sensors is processed
by a Perception Module, which detects the surrounding environment and performs
localisation, which allows generating a global-route plan for the ego-vehicle to reach
its target destination. The scene can be further interpreted and predictions regarding
surrounding traffic participants can be performed. Interaction-aware models play a
major role in prediction tasks, as agents affect each other’s trajectory and decisions.
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Decision-making and path-planning are two of the most important tasks in au-
tonomous driving. They are responsible for determining how the vehicle will move
through its environment. Decision-making is the process of choosing an action from
a set of possible options. For example, the vehicle may need to decide whether to
change lanes, slow down, or stop. Path-planning is the process of generating a safe
and feasible trajectory for the vehicle to follow. Decision-making and path-planning
are closely related. The decision-making process typically outputs a high-level plan,
such as ”change lanes to the left.” The path-planning process then takes this plan and
generates a detailed trajectory that the vehicle can follow. Both tasks must take into
account the vehicle’s current position, the vehicle’s capabilities and the surrounding
traffic, which is why interaction-aware models are highly relevant to these two tasks.
From a control system perspective, the dynamics of the vehicle are represented by
its states, i.e. position and orientation, and their time derivatives. The state of the
environment is determined by the states of all dynamics and static entities. The
strictly physical state-space can also be augmented with additional latent-space vari-
ables that capture, for example, the intentions [38] or the behavioural preferences of
surrounding users [32], which are part of the Scene Understanding system.

3.2 Human Behaviour Studies

This section synthesizes empirical and modelling research findings on HRU behaviour,
including that of human drivers and pedestrians, interacting with AVs or conventional
vehicles, especially from a communication perspective. We focus on research involv-
ing road interactions relevant for Chapter 4 and for the Virtual Reality framework
introduced in Chapter 6, with the aim of discovering insights that may facilitate
the development of interaction-aware AVs. Studies that look at macro-traffic condi-
tions, such as the influences of route choice, weather, or regulation, beyond this thesis
scope. The studies in this Section are of particular interest for RQ1, RQ2, and RQ4
introduced in Chapter 1.

Since road traffic is unlikely to become fully automated in the near future, AVs will
inevitably operate in mixed environments with human road users (HRUs), including
human drivers and pedestrians. This has raised concerns that AVs’ inability to under-
stand and interact smoothly with HRUs’ may cause traffic dilemmas and safety issues
[39]. However, the safe and socially acceptable deployment of AVs into these complex
interactive environments is currently hampered by a lack of innovative theories about
how human road users interact [40]. The theories to be developed are not limited to
predicting and modelling HRU behaviour but also exploring behaviour patterns and
underlying psychological mechanisms of HRU behaviour. Integrating AVs into road
traffic as seamlessly as humans would require more advanced behaviour models.
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Figure 3.3: Illustration of Driver Behaviour Models. a) driver risk field from [43], b)
joint theory-based model in [44], c) data-driven model in [45]

3.2.1 Driver Behaviour Studies

Driver behaviour models are used to predict and understand how drivers will behave
in different driving scenarios. These models can be used to improve the safety and
efficiency of transportation systems and aid in the process of designing AVs. Many
different factors can affect driving behaviour, including individual characteristics (age,
gender, personality, experience), environmental factors, i.e. road and weather con-
ditions, and social factors, which include the driver’s interactions with other road
users [41]. A comprehensive overview of DBM in vehicle-vehicle interactions can be
found in [42]. Here, we will focus on DBMs that are relevant to vehicle-pedestrian
interactions.

The most common driver behavioural models include:

� Driver’s Risk Field Models : (Fig. 3.3a) This model predicts how drivers will
perceive risk in different driving situations. The DRF model is based on the idea
that drivers make decisions based on their perception of risk. The results of [43]
suggest that driving behaviour is governed by a cost function that takes into
account the effects of noise in human perception and actions. This is similar
to how motor-control tasks are governed by cost functions. Risk perception
onboard of AVs has also been analysed in [46] in a driving simulator scenarios.

� Theory Based : (Fig. 3.3b) perceptual and cognitive models. Models based on
perceptual information describe driver’s behaviour based on perceptual cues,
e.g. distance, vehicle speed, acceleration, expansion angle, reaction times, etc
[44], [47]. Cognitive models outline the internal state flow and motive that
regulates driver’s behaviour as a psychological human being [48], [49].

� Data Driven Models : (Fig. 3.3c) this set of methods relies on analysing natu-
ralistic driving data with machine learning to analyse driver behaviour. Data-
Driven Models can learn a generative or discriminative [45], [50] models of hu-
man behaviour to make predictions about driver’s future decisions or preferred
driving style. Model validation can be done by comparing predictions with real
data and by human-in-the-loop simulations.

Existing research highlights based on naturalistic driving data analyses how drivers
behave in the presence of pedestrians. In [51], the authors found that drivers tend to
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maintain smaller minimum lateral clearance and lower overtaking speed when over-
taking pedestrians who are walking in the opposite direction, on the lane edge, or
when oncoming traffic is present. Minimum lateral clearance and time-to-collision
were only weakly correlated with overtaking speed. The results in [52] show that
the vehicle deceleration behaviour is relative to initial TTC, subjective judgment of
pedestrian crossing intention, vehicle speed, pedestrian position and crossing direc-
tion.

There is less attention paid to multi-agent settings where multiple vehicles and
pedestrians interact with each other. In [53], the authors develop a Multi-agent
adversarial Inverse Reinforcement Learning (IRL) framework based on data collected
at a road intersection to simulate driver and pedestrian behaviour at intersections.

Overall, DBMs are a promising area of research with the potential to significantly
improve the safety and efficiency of transportation systems. However, there is still
much work to be done in developing and validating these models. Future research
should focus on developing more comprehensive models that take into account a
wider range of factors, such as the driver’s internal state, the environment, and the
interactions with other road users.

3.2.2 Pedestrians Behaviour Studies

Since pedestrians are considered the most vulnerable road users, lacking protective
equipment and moving more slowly than other road users [54], investigating pedes-
trian behaviour is clearly relevant to the safety and acceptance of AVs interacting
with pedestrians. Pedestrian behaviour has been the subject of extensive research
for decades [55]. The emergence of AVs has recently prompted many new research
questions about pedestrian behaviour. Given the large body of work in this area and
our aims, this Section examines major studies rather than providing an exhaustive
survey. We review pedestrian behaviour studies regarding interactions with vehicles
from three perspectives: communications, theories and models of crossing behaviour,
and AV-involved applications. We aim to identify and summarise their value for
developing interaction-aware AVs.

Communications

Pedestrian behavior in road-crossing scenarios is significantly influenced by the kine-
matics and signaling information of autonomous vehicles (AVs), particularly in the
absence of a human driver [15], [35], [56]. Research suggests that understanding crit-
ical motion cues or signals, such as speed, distance, and braking, is essential, as these
factors impact pedestrian decision-making and safety [57].

Implicit Communication Signals like vehicle speed, distance, and braking ma-
neuvers serve as cues that pedestrians use to interpret the intentions of vehicles [35].
Studies indicate that pedestrians feel safer crossing when vehicles are farther away
or moving slower. However, they tend to rely more on distance rather than time to
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Figure 3.4: a) Communication between pedestrians and automated vehicles. b) The-
ories and models for pedestrian crossing perception, decision, initiation, and motion.

collision (TTC) when making crossing decisions, suggesting that multiple kinematic
factors are considered simultaneously [58]. Pedestrian behavior also responds to ve-
hicle braking patterns; for instance, early and gentle braking increases pedestrian
comfort, while harsh braking leads to avoidance [59], [60].

Pedestrians gather additional implicit information from traffic characteristics, such
as traffic volume, which affects their crossing behavior. High traffic volumes may force
pedestrians to take smaller gaps, increasing risk-taking behavior over time [61], [62].
Pedestrian movements, such as stepping onto the road or making eye contact, can
also signal intentions to vehicles [63].

Explicit Communication Signals involve deliberate actions, like using external
human-machine interfaces (eHMIs) to convey messages to pedestrians. For example,
AVs might use light signals or text to indicate their intentions, such as yielding [59],
[64]. However, the effectiveness of eHMIs varies depending on pedestrian familiarity
and environmental factors like weather conditions [65]. Some studies suggest that
pedestrians may rely more on implicit cues than on eHMIs due to reliability concerns
[66].

From the perspective of pedestrians, explicit signals such as eye contact or hand
gestures can communicate their intent to drivers or AVs, although AVs might lack the
capacity to respond like human drivers [67]. Solutions, such as a visual embodiment
of a driver or enhanced wireless communication via smart devices, could improve
interactions between pedestrians and AVs [68], [69].

Theories and Models of Crossing Behavior: Pedestrian crossing behavior
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involves multiple cognitive processes, typically framed within the situation awareness
model, which includes perception, decision-making, and action initiation. This model
explains how pedestrians assess vehicle features and environmental cues, integrate
them with prior knowledge, and make decisions accordingly [70]. Further sections
will explore these processes in detail (Fig. 3.4).

Perception model

a)

b)

Distance

visual angle

x

y

O

Speed
c) d)

e)

Decision model

Figure 3.5: Perception and decision models for pedestrians. a) Visual cues, including
�; �̇; �; �̇ [58], [71]. b) Bearing angle [72]. c) Artificial neural networks [73]. d) Speed-
distance model [74]. e) Large computational psychological model [40].

Perception Visual perception is key to how pedestrians detect approaching vehi-
cles. As an object nears, its image on the retina enlarges, forming the basis for human
collision perception, known as the visual looming phenomenon [75], [76]. The rate of
change of the visual angle, �̇, helps pedestrians judge a vehicle’s approach, but it lacks
temporal information on when the vehicle will arrive [77]. The ratio � (visual angle
to its rate of change) and its derivative �̇ provide time-to-collision (TTC) cues critical
for assessing if a vehicle can stop in time [25], [78]. Pedestrians also use simpler cues
like � and �̇ when vehicles are farther away and more complex cues like � for closer,
imminent collisions [77]. Although visual information is primary, auditory cues can
affect perception; for instance, quiet vehicles lead to overestimated TTCs [79]. Fac-
tors such as age, distractions, and sensory limitations also influence perception, with
older adults and children at higher risk due to limited perceptual abilities [80], [81].

Decision Pedestrian crossing decisions depend on vehicle interactions, traffic condi-
tions, and individual differences. At uncontrolled crossings, pedestrians decide based
on the gaps between vehicles, often modeled as ”gap acceptance” behavior using crit-
ical gap or binary logit models [82], [83]. In scenarios with yielding vehicles, decisions
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Figure 3.6: Initiation and motion models for pedestrians. a) Response time model
[62]. b) Evidence accumulation model [35]. c) Social force model [102]. d) LSTM-
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follow a bimodal pattern, where pedestrians prefer crossing when gaps are large or
when vehicles are stopping [84], [85]. Models such as reinforcement learning, evidence
accumulation, and game theory have been used to describe these decisions based on
visual cues, cognitive processes, and dynamic negotiations with vehicles [40], [58],
[86].

Pedestrian decisions are also influenced by environmental complexity, such as
multi-lane crossings, intersections, and traffic flow, where waiting time and risk accep-
tance can vary significantly [61], [62]. Individual differences like age, distractions, and
group behavior also impact decision-making, with older pedestrians often choosing
smaller gaps and distractions reducing decision accuracy [73], [87], [88].

Initiation and motion The duration before pedestrians start to cross is called
the crossing initiation time (CIT), reflecting the time-dynamic nature of decisions
[103]. Depending on the formation of traffic gaps, CIT has different definitions.
When pedestrians cross a gap between two approaching vehicles, CIT is the duration
between the moment when the rear end of the previous vehicle passes the pedestrian’s
position and when the pedestrian begins to move [58], [104]. Alternatively, if the
traffic gap is between pedestrians and an approaching vehicle, CIT is the duration
between when the vehicle first appears in the lane and when pedestrians begin to
cross [85]. According to drift diffusion theory [105], CIT is a variable influenced by
the accumulation process of noisy evidence in the cognitive system and may reflect the
efficiency of pedestrian cognitive and locomotor systems. It was found that vehicle
kinematics, age, gender, and distractions affected CITs. Pedestrians tended to initiate
slower at higher vehicle speed conditions [58]. Female pedestrians initiated quicker
than males [106]. Elderly pedestrians initiated sooner than young pedestrians [107].
Distraction’s impact on CITs differently, depending on its components [108].

When pedestrians encounter vehicles that do not yield, the risk of collision in-
creases as the distance between the vehicle and the pedestrian decreases. Therefore,
taking too much time to decide increases the chances of missing crossing opportunities.
Pedestrians in such situations usually make decisions quickly by taking ’snapshots’
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Table 3.1: Pedestrian models and theories

Research Scenario Cognitive process Models Theories Considered factors Action

[25] 1,3,4 Perception � , _� Visual perception
Vehicle kinematics,

eHMI,
eye contact

Continuous

[89] 1,3,4 Perception � , _� Visual perception Vehicle kinematics Continuous
[58], [62] 1,3 Perception _� Visual perception Vehicle kinematics Discrete

[44] 1,4 Perception � ,
bearing angle Visual perception Vehicle kinematics Continuous

[85] 1,3,4 Perception Generalised TTC Visual perception Vehicle kinematics,
eHMI

Continuous

[72] 1,4 Perception TTC,
bearing angle Visual perception Vehicle kinematics Continuous

[90] 1,3 Perception Perceived distance Visual perception Vehicle kinematics Continuous
[91] 1,3 Decision Critical gap GA behaviour Vehicle kinematics Discrete

[92]
[93] 1,3 Decision Critical gap GA behaviour

Vehicle kinematics,
pedestrian speed,

road length
Discrete

[62]
[61] 1,3,5 Decision LR GA behaviour

Vehicle kinematics,
waiting time,
group size,

pedestrian position

Discrete

[73] 1,3 Decision ANN GA behaviour
Machine learning

Vehicle kinematics,
Waiting time,

pedestrian age,
cellphone usage,

rolling gap,
group size

Discrete

[94] 1,2,3,
4,5 Decision Critical gap GA behaviour

Vehicle kinematics,
pedestrian age,

traits,
law obedience,

rolling gap,
crossing

Continuous

[90] 1,3 Decision RL,
Bayesian �lter

GA behaviour,
learning-based Vehicle kinematics Continuous

[74] 2,3,4 Decision Speed-distance BC behaviour Vehicle kinematics Discrete

[71] 1,3,4 Decision Hybrid perception,
LR

Visual perception,
BC behaviour Vehicle kinematics Continuous

[25],
[85]
[89]

1,3,4 Decision EA Drift di�usion
Vehicle kinematics,

eHMI,
eye contact

Continuous

[40] 1,3,4 Decision EA,
Bayesian �lter

Drift di�usion,
Game theory,

Theory of Mind,
Noisy visual perception

Vehicle kinematics Continuous

[95] 1,3,4 Decision DA game Game theory Vehicle kinematics Continuous
[96] 1,4 Decision SC game Game theory Vehicle kinematics Continuous

[72] 1,4 Decision Critical gap GA behaviour,
visual perception

Vehicle kinematics,
interaction angle

Continuous

[25], [40],
[85]
[89]

1,3,4 Initiation EA Drift di�usion Vehicle kinematics n/a

[62]
[71] 1,3,4 Initiation SW distribution Response time Vehicle kinematics n/a

[90] 1,3 Initiation RL Learning-based Vehicle kinematics n/a
[72]
[97]
[24]

1,3,4 Motion SF Walking behaviour
Vehicle kinematics,

road structure,
crossing

Continuous

[98] 2 Motion ANN Learning-based Pedestrian kinematics Continuous
[99]
[100] 1,2,3,4 Motion CA Walking behaviour Road structure,

vehicle kinematics
Discrete

[53] 2,3,4 Motion Adversarial IRL Learning-based Vehicle and
pedestrian kinematics

Continuous

[101] 2,4 Motion LSTM Learning-based Vehicle and
pedestrian kinematics

Continuous

1. Uncontrolled crossings. 2. Controlled crossings. 3. With non-yielding vehicles. 4. With yielding vehicles. 5. With tra�c ow.
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of approaching vehicles [84], [104], and the distribution of CIT along the time axis is
typically concentrated and right-skewed [89]. To model CITs in such scenarios, re-
sponse time models can be used, which are typically closed-form probability density
functions with right skews, such as Ex-Gaussian and Shifted Wald (SW) distributions
[109]. [110] modelled CITs as variables following SW distribution (Fig. 3.6a). More-
over, EA models describe CIT distribution through the accumulation process of noisy
evidence [25], [85], [89], [111] (Fig. 3.6b). Furthermore, [90] applied an RL model to
learn the crossing initiation pattern of pedestrians.

Regarding CITs in vehicle-yielding scenarios, CITs present a bimodal distribution.
[85] indicated that CITs in these scenarios could be categorised into early and late
groups. For the early group, [112] found that the distribution of CITs was similar to
that of CITs in non-yielding scenarios, as pedestrians might use the same decision-
making strategy in this phase of vehicle-yielding scenarios as in non-yielding scenarios.
For the late group, The distribution of CITs has a complex shape that is difficult to
describe with the common response time distribution [85]. To solve this problem,
[85], [89] proposed EA models with time vary evidence. The type and intensity of
evidence varied over time, which enabled the EA model to generate CIT distributions
with complex shapes. Furthermore, [71] modelled CITs in vehicle-yielding scenarios
by assuming that CITs obeyed the joint distribution of response times distribution
for each pedestrian.

After pedestrians initiate their crossing decisions, they need to walk to the opposite
side of the road. Walking is a key part of crossing behaviour and is influenced by
many factors. Approaching vehicles prompted pedestrians to change their walking
trajectories to stay away from vehicles [97]. At multi-lane crossings, pedestrians
tended to walk to and wait at lane lines and accepted the traffic gap in each lane
successively [113]. It was found that pedestrian walking speeds at crossings were
faster than normal walking speeds in other scenarios [114]. Although previous studies
found no significant effect of gender on walking speeds, teen and elderly pedestrians
walked slower than young and middle adults [114], [115]. Distractions are another
important influential factor that could reduce pedestrian walking speeds [108].

The walking behaviour can be simulated using microscopic pedestrian motion
models, which include three main types: Cellular Automata (CA) models, Social
Force (SF) models, and learning-based approaches. CA models consist of finite state
cells on a uniform grid [116]. The state of each cell depends on a set of rules that
determine its new state based on the current state of the cell and its neighbours.
CA models are discrete in space, time, and state, making them ideal for simulating
complex dynamic systems such as pedestrian-vehicle interactions. [99], [100] applied
CA models to simulate pedestrian crossing behaviour at multi-lane intersections. The
SF models, based on Newton’s second law, assume that pedestrians are driven by a
desired force from their destination, repulsive and attractive forces from vehicles,
other pedestrians, or traffic signals, and are restricted by boundaries such as the
edge of crossings [26], [97], [117]. The SF models are commonly used to simulate
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Table 3.2: Applications of pedestrian theories and models in AV contexts

Research Purpose Applied theory Applied model
[120] Pedestrian trajectory prediction Learning-based GCN

[121] Pedestrian trajectory prediction Learning-based SVM, LSTM,
Dense NN

[101] Pedestrian trajectory prediction Learning-based LSTM

[102] Pedestrian trajectory prediction GA behaviour,
walking behaviour LR,SF

[72] Pedestrian behaviour modelling
Visual perception,

GA behaviour,
walking behaviour

Critical gap
SF

bearing angle

[122] Pedestrian behaviour modelling GA behaviour,
walking behaviour Critical gap, CA

[74] Pedestrian behaviour modelling BC behaviour Speed-distance
[96] Pedestrian behaviour modelling Game theory SC game

[44] Pedestrian behaviour modelling Visual perception,
GA behaviour

Critical gap
�

bearing angle

[123] Pedestrian behaviour modelling
GA behaviour,
Game theory,

walking behaviour

LR,
critical gap,

Stackelberg game,
SF

large-scale pedestrian flows in evacuation scenarios [26] (Fig. 3.6c). Thanks to its
ability to describe the interactions between agents through ‘forces’, SF models have
been used to simulate pedestrian-vehicle interactions. [97] characterised pedestrian
crossing behaviour at a signalised intersection using an SF model. [24] used an SF
model to simulate the crossing behaviour of pedestrian crowds in complex interaction
scenarios involving low-speed vehicles.

The pedestrian motion models discussed above are either discrete or continu-
ous dynamical models based on interpretable empirical observations. In contrast
to these white box models, there are black box models based on learning-based ap-
proaches, which learn pedestrian walking behaviour from naturalistic datasets or in
pre-defined environments. For example, [98] employed ANNs to learn pedestrian
walking behaviour by incorporating the relative spatial and motion relationships be-
tween pedestrians and other objects extracted from videos. [118] used the outputs of
an SF model as inputs to ANNs to simulate multiple pedestrian walking behaviour.
[101] proposed a Long Short-Term Memory Network (LSTM) pedestrian trajectory
prediction model(Fig. 3.6d). Additionally, RL and IRL models were also applied to
model pedestrian walking behaviour. [119] applied an RL model to learn multiple
pedestrians walking behaviour in an SF environment. [53] developed an IRL model
to learn pedestrian walking behaviour from video datasets.
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AV-involved applications

In recent years, there has been an increasing interest in the interaction between AVs
and pedestrians, leading to numerous studies that apply pedestrian crossing behaviour
theories and models to improve or evaluate the performance of AVs in interactions.
The most common approaches involve learning-based methods, which learn pedes-
trian intention and trajectory from real-world datasets to aid AVs’ decision-making.
For instance, [120] proposed a Graph Convolutional Neural Network-based pedes-
trian trajectory prediction model for generic AV Use Cases. This model used past
pedestrian trajectories as the inputs to predict deterministic and probabilistic future
trajectories. Other similar models aimed to improve prediction accuracy by con-
sidering the social context of interactions. For example, [101] proposed an LSTM
pedestrian trajectory prediction model, which considered past trajectories, pedes-
trian head orientations, and distance to the approaching vehicle as the inputs to the
model, as pedestrian head orientations and distance to approaching vehicles may be
correlated with pedestrian awareness and perceived collision risks [15]. In addition to
pedestrian trajectories prediction for AVs, many studies aimed to anticipate pedes-
trian crossing intentions. [121] applied SVM, LSTM, and ANN to predict pedestrian
crossing intentions separately and found that the ANN outperformed SVM.

Learning-based approaches could accurately predict pedestrian trajectories and
intentions. However, these approaches require a significant amount of data to achieve
robust performance, which limits their scalability to interaction cases with insufficient
data. Moreover, the black box nature of these models makes interpreting the generated
trajectories and intents challenging, which poses a problem for AV decision-making
modelling [72]. To address these issues, expert models have been developed. For
example, the SF model was modified to predict pedestrian trajectories for AVs by
incorporating more interaction details, such as TTC and the interaction angle between
vehicles and pedestrians [72], [102]. Moreover, the SF and CA models were used to
represent pedestrian crossing behaviour and embedded in the AV decision module to
guide decisions of AV in interactions with pedestrians [122], [123].

Furthermore, crossing decision models have also been applied in AV research. [122]
employed crossing critical gap models to characterise pedestrian crossing decisions in
their AV decision module. [74] applied their speed-distance model to design defensive
and competitive interaction behaviour for AVs. To enhance the dynamic and interac-
tive nature of crossing decisions, game theoretical models were used to model crossing
decisions when negotiating the right of way with AVs [96], [123]. Researchers also
attempted to use pedestrian perception theories or models to design AV decision-
making strategies. For instance, [44] simulated AV-pedestrian coupling behaviour
using visual cues, � and bearing angle, based on control theory. [72] modelled the
right of way of AVs and pedestrians using bearing angle.
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Figure 3.7: A map of state-of-the-art techniques in interaction-aware autonomous
driving.

3.3 Interaction Modelling

Interaction modelling will play a crucial role in Chapters 4 and 5 of this thesis, as
those Chapters will use Deep Reinforcement Learning techniques and Game Theo-
retic models described in this Section. Understanding and correctly modelling social
interactions in autonomous driving would allow AV technologies to correctly predict
the dynamic evolution of the surrounding scene, as well as enable AV engineers to
generate socially acceptable AV behaviours. Accurately predicting the future tra-
jectories of surrounding traffic participants would enable a much-required degree of
safety that would allow AV technology to become a reality. An AV behaviour that
is not well understood by the surrounding traffic might cause the AV to become an
outlier amongst the traffic participants, thereby increasing the risk of traffic accidents
[124]. Besides, understanding the social implications of AV behaviour would allow the
AV actions to influence surrounding traffic, for example, by showing early stopping
behaviour to encourage pedestrian crossing [125].

Interaction modelling techniques are relevant to a huge variety of autonomous
driving tasks, ranging from traffic forecasting to AV planning and decision-making.
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As these techniques can be utilised across different task domains, we will focus on
dividing existing interaction modelling techniques regardless of the specific driving
task that they have been designed for. The term model used in the remainder of this
Section can refer to a generic solution for any autonomous driving task. For example,
it can be a deep-learning model used for traffic forecasting or an interactive controller
whose parameters need to be tuned.

While there has been extensive research in autonomous driving that makes use
of machine-learning and deep-learning based techniques [126], a distinction can be
made between learning-based methods and model-based methods. In a learning-
based approach, a model is learnt from an extensive dataset. This set of methods
do not require any prior knowledge of the system. Data-driven methods are trained
on a dataset of examples, and then they are used to make predictions or decisions.
On the opposite side of the spectrum, model-based methods start with a theoretical
understanding of the system. This a priori-knowledge is used to create a mathematical
model of the system. Empirical data is then used to validate the model or adjust its
parameters to minimize the discrepancy between the model predictions and the data.

The literature includes a broad selection of techniques used to model interactions.
We also make a further distinction between methods that explicitly utilise cognitive
features of the human mind which try to explain the rationale that explains human
actions, and methods that only implicitly try to model interactions, trying to map
environmental inputs to decisions/actions. For instance, game theoretic methods
(see Section 3.3.3) take a more explicit approach by considering traffic participants
as rational agents who actively consider each other’s actions. On the other hand, as
an example of non-cognitive approaches, social force methods offer a more empirical
perspective, capturing the impact of one participant on another, without explicitly
detailing the reasoning that explains the agent’s behaviour during the interaction. We
propose to distinguish existing modelling approaches based on whether they explicitly
or implicitly model the interactions.

Based on these two criteria, we identify four major categories of interaction mod-
elling, which we report in Figure 3.7:

1. Learning-based Implicit Methods: These types of methods rely on machine
learning or deep learning techniques. The interactions are implicitly modelled,
which means that the agent’s behaviour cannot be explained by the model.
The model only learns an input-output mapping from the data. Model learn-
ing can be facilitated by exploiting interactive model architectures [127]–[130].
In general, deep learning methods that use interaction-specific neural network
architectures fall into this category.

In this type of method, the aim is to learn a probabilistic generative model that
predicts the agent’s future actions a. The model is a probability distribution
conditioned on the environment state x, which includes the state of surrounding
agents, and a set of learnable parameters �.

a � p�(ajx) (3.1)

32



Chapter 3. Literature Review 3.3. Interaction Modelling

2. Learning-based Methods with Cognitive Features: This set of meth-
ods relies on explicitly handcrafted interactive features that are used as inputs
for a learning based system. This type of interactive features can include TTC,
relative distance [131], looming and reflecting some cognitive process behind hu-
man reasoning. For example, in [132] an LSTM which utilizes the inter-vehicle
interactions has been developed to classify surrounding vehicles’ lane change in-
tentions. The interaction features are composed of risk matrices which account
for worst-case TTC with vehicles in surrounding lanes and relative distance.
Graph Convolutional Networks also fall into this category, as interaction fea-
tures can be explicitly modelled in the adjacency matrix of the graph [133],
[134].

In this type of method, the aim is to learn a probabilistic generative model
that predicts the agent’s future actions a, similarly to 3.1. In this case, the
probability distribution can be conditioned on the environment state x and
on explicitly handcrafted interactive features I(x), which have the purpose of
facilitating learning.

a � p�(ajx; I(x) (3.2)

3. Model-based Non-Cognitive Methods: The modelling is non-cognitive in
the sense that the interactions do not actively reason on the cognitive process
that is behind the agent’s actions. Methods of this group include SF [24] and
potential fields. The interactions are described by potential functions (or SF)
which contain a set of learnable parameters, which can be fit from empirical
data. Another set of methods include driver risk fields, which are based on
the hypothesis that the driver behaviour emerges from a risk-based field [43],
[135]. The advantage of model-based implicit methods is that they can be easily
interpreted and they can embed domain knowledge, such as traffic regulations
and scene context. Some models define a potential field and define the agent’s
action as proportional to the gradient of such field:

a / @F(x) (3.3)

Otherwise, the forces can be modelled directly so that the gradient operation is
not required a / F(x).

4. Model-based Cognitive Methods: Model-based cognitive methods describe
the reasoning behind human’s decision-making. We can distinguish between
two main sets of methods: utility maximisation models and cognitive models.

In utility maximisation methods, humans are modelled as optimizers that select
their actions so as to maximise their future utility.

a = argmax
a

U(a;x) (3.4)
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These methods include game theory and Markov Decision Processes (MDPs).
In Game theoretic approaches agents are modelled as players competing or
cooperating with each other, thereby taking into account how they react to
each other [136], [137]. The framework of game theory offers a transparent and
clear-cut solution for modelling the dynamic interactions among human drivers,
allowing for an understandable explanation of the decision process. However,
it still remains hard to satisfy computational tractability as this approach does
not scale well with an increasing number of agents. Another possible solution is
to model human behaviour as an agent of an MDP, which provides an excellent
framework to model decision-making in scenarios where results are influenced
by both chance and the decisions made by a decision-maker. Solutions to MDPs
can be found with learning based methods, e.g. DRL algorithms or Monte Carlo
Tree Search [138], or with dynamic programming techniques [139].

The second set of methods aims to capture behavioural motivations behind
agent’s actions with psychological cognitive processes. This set of methods can
include:

� Stimulus-response models [58], where driver or pedestrian actions are
determined, for example, on visual stimuli in the retina;

� Evidence accumulation [85], where decisions are described as a result
of accumulated evidence;

� Theory of mind, which suggests that humans use their understanding of
others’ thoughts and behaviours to make decisions. By predicting others’
actions and inferring their knowledge, humans can drive effectively and
safely [140], [141].

a = fcognitive(x) (3.5)

In the next sections, we will analyse in greater detail each of these classes of
interaction modelling. In particular, Cognitive and Non-Cognitive Learning
based methods will be discussed in Section 3.3.1. Model-based cognitive meth-
ods have already been thoroughly discussed in Section 3.2, where we included
Social Force and Potential Fields, Driver Risk Field models, Theory of Mind,
Stimulus-Response and Evidence Accumulation models. Section 3.3.2 will in-
clude Utility-Based methods, which comprise MDPs (Section 3.3.2) and Game
Theory (Section 3.3.3).

3.3.1 Learning Based Methods

Machine Learning (ML) methods are being used in autonomous driving for a variety
of tasks, including object detection [142], scene understanding [143], path planning
and control [23]. By learning from large amounts of data, ML methods can learn
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Figure 3.8: Overview figure of deep learning methods in interaction-aware tasks. a)
social-pooling operation in [127], b) end-to-end imitation learning network in [145],
c) probabilistic graphical model in [146], d) GCNs can be used for both node-level
predictions of surrounding agents behaviour as well as ego-vehicle motion generation
(graph-level output).

to make decisions that are more accurate and efficient than those made by humans
[17]. This Section will comprise both implicit and explicit learning based methods
identified in the previous Section and give a more detailed view of relevant papers.
An overview of some Learning-based methods is shown in Fig. 3.8.

Thanks to recent improvements in neural networks learning representations, it is
now possible to use end-to-end driving approaches that take as input the raw sensor
readings to output control commands, such as steering and throttle to solve path-
planning and control problems [144].

There are two main approaches to end-to-end self-driving for planning and control
tasks:

� Imitation Learning: in which an agent learns to mimic the behaviour of an
expert [147]–[149].

� Deep Reinforcement Learning (DRL): in which an agent tries to learn
how to act in a trial-and-error process that typically takes place is a simulated
environment.

Different neural network architectures can be employed with Imitation Learning. In
[148] interactive features are learned by means of a Graph Attention Network (GAT).
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The input to this network consists of surrounding agents kinematic information as
well as a feature vector that encodes scene representation coming from a Bird’s Eye
View. The model is trained on synthetic data generated by an expert driver in
CARLA simulator. Imitation learning methods tend to work really well in scenarios
that are similar to the training scenarios but typically fail when the scenarios diverge
from the training distribution. Algorithms like Dataset Aggregation (DAgger) [150]
can improve the performances of imitation learning policies by augmenting the initial
training dataset with human-labelled data for unseen situations. However, asking an
expert to label new training samples can be expensive or unfeasible. This problem is
called distribution mismatch. To aid against this type of problem, an initial policy
learned with imitation learning can serve as a starting point for DRL algorithms.
Since the main framework for describing DRL methods is the MDP with utility-based
agent, these methods will be analysed in greater detail in Section 3.3.2.

It important to note that it is challenging to learn the entirety of the driving task
from high-dimensional raw sensory data (e.g. LiDAR point clouds, camera images)
as this involves learning perception and decision-making at the same time. In most
of the works, the how-to-act learning process assumes that a scene representation is
available to the motion-planning and decision-making module. This actually requires
splitting the end-to-end driving into two main blocks, one in which the AV learns
how-to-see and one in which it learns how-to-act.

In the context of scene understanding and motion prediction, deep neural networks
have been extensively used. [127] et al. proposed a social-pooling operation in their
neural network architecture to account for surrounding neighbours in crowd motion
prediction. Similarly, [151] made use of a star-topology network with max-pooling
operation to account for interaction features in multi-agent forecasting. CIDNN [128]
uses LSTM to track the movement of each pedestrian in a crowd and assigns a weight
to each pedestrian’s motion feature based on their proximity to the target pedestrian
for location prediction. The study in [129] created a dataset and proposed a frame-
work called VP-LSTM to predict the trajectories of vehicles and pedestrians together
in crowded mixed scenes by exploiting different LSTM architectures for heterogeneous
agents. A Generative Adversarial Network (GAN) is applied in [130] to sample plausi-
ble predictions for any agent in the scene. The shared feature of these methods is the
usage of Recurrent Neural Networks that capture spatio-temporal interaction features
in conjunction with pooling operations. The pooling operation allows to account for
surrounding agents by mixing-up the hidden states extracted by the LSTMs. During
the social-pooling operation, the hidden states of surrounding agents become features
that are used to predict the current agent motion. Diffusion models are another set
of deep-learning techniques with increasing popularity in modelling spatial-temporal
trajectories, which can be used for predicting both pedestrian and car trajectories
[152]. Other machine learning techniques that can be used to model interactions in-
clude Gaussian Processes. For example, [153] use LSTMs with social-aware recurrent
Gaussian processes to model the complex transitions and uncertainties of agents in a
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crowd.
Graph Convolutional Networks (GCNs) have been widely used in trajectory pre-

diction tasks with interacting agents. In these methods, the road structure is repre-
sented as a graph, with each node representing a traffic participant. Each node can
carry information such as the traffic participant’s class (car, truck, pedestrian, etc.),
its location, or speed. Explicit interaction can be modelled in the Adjacency Matrix
of the graph, whereas the implicit part consists of the graph convolutional layers.
GCNs are widely used in traffic forecasting [154]–[157], and have also been recently
used in motion planning [158]–[161], especially in combination with DRL.

Probabilistic graphical models, including Hidden Markov Models have been em-
ployed in autonomous driving [162], [163]. For path planning, learning-based tech-
niques that have been used in autonomous driving include Monte Carlo Tree Search
and RL, see Section 3.3.2.

3.3.2 Utility Based Methods

The studies in this Section are of particular interest for RQ1 introduced in Chapter
1. A utility-based agent makes decisions based on a utility function. The utility
function is a mathematical expression that assigns a value to each possible state of
the world. The agent then chooses the action that leads to the state with the highest
utility [164]. Utility-based agents are more complex than goal-based agents, which
only consider whether or not a given state satisfies a goal. Utility-based agents can
consider multiple goals and weigh them against each other. They can also consider
the probability of different states occurring and the cost of taking different actions.
For example, a utility-based agent could be used to decide which route to take to a
destination, taking into account factors such as traffic, fuel efficiency, and cost.

We analyse two different utility-based methods in this Section: Markov Decision
Processes (Section 3.3.2) and Game Theoretic Models (Section 3.3.3).

Markov Decision Processes

MDPs are a mathematical framework used to model decision-making problems where
the outcomes are partly random and partly under the control of a decision-maker. The
modelling framework for MDPs is illustrated in Fig. 3.9. Two main methods exist to
solve MDPs: dynamic programming and reinforcement-learning [139]. Typically the
latter set of methods are more used in autonomous driving, as they are more suitable
for high-dimensional state spaces.

Reinforcement Learning

Reinforcement Learning makes use MDPs to model the environment and comprises
a set of algorithms that learn policies that maximise the expected reward. In RL an
agent learns to behave in an environment by trial and error.
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Figure 3.9: MDP framework. An agent takes an action that affects the environment
state. The updated environment state is used to take the next action and the cycle
repeats. The reward function is used to define the objective of the MDP, which is to
maximize the expected cumulative reward over time.

The optimal policy for an MDP is the policy that maximizes the expected reward
over time [139]. Dynamic programming can be used to find the optimal policy by
iteratively computing the value of each state, starting from the terminal states and
working back to the initial state. Dynamic programming can be a very effective way to
solve RL problems, especially for problems with small state spaces. However, dynamic
programming can be computationally expensive for problems with large state spaces,
as in the Autonomous Driving case.

Traditional RL algorithms, such as Value Iteration or Policy Iteration algorithms
[139] are not as well-suited for autonomous driving because they can be computa-
tionally expensive and sample-inefficient. RL algorithms need to interact with the
environment for a long time to learn an optimal policy. They also need to be trained
on a large dataset of experiences, which can be difficult to collect.

DRL is a type of RL that uses deep learning to learn from past experience, i.e.
combines RL with Deep Neural Networks. DRL algorithms can be more sample-
efficient and scalable than dynamic programming algorithms, but they can also be
more complex and difficult to train. This field became more and more popular after
Deepmind’s groundbreaking articles [16], [17] in which an agent trained with DRL
achieves super-human performances in video games. Agents trained with DRL have
also been capable of exceeding human-level performances in continuous control [19]
and robotics [20], [21], [165]. For a more detailed survey on DRL applications to
autonomous driving, please refer to [23].

We will classify DRL solutions in autonomous driving based on the scenario used,
the state space representation, the action space, and the algorithm used.

Since it is a very challenging task to map low-level features, i.e. LiDAR sensor
data or raw camera images, into car actions, DRL methods assume that a perception
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Figure 3.10: Illustration of state representations typically used in AD. a) vector
representation, b) grid-based, c) Bird’s Eye View, d) graph.

module first elaborates the surrounding environment into a high-level representation
(Fig. 3.2) consisting of segmentation and obstacles/other agents identification. Typ-
ical state representations used in DRL include, see Figure 3.10:

� Vector based representation: in this type of representation information regarding
surrounding vehicles, such as position and velocity, is included in a vector of
fixed length [166];

� Bird’s Eye View (BEV) Image: a 2D image representation of the environment
surrounding the ego-vehicle from a top-down perspective [167];

� Occupancy grid representation: similar to a BEV image, it a it is a 2D discrete
representation of the environment that is surrounding the ego-vehicle. It is a 2D
or 3D grid of cells, each of which is assigned a probability of being occupied by
an obstacle, as well as segmentation information regarding what type of entity
is occupying the cell [168], [169].

� Graph representation: it is a way of representing the state of the environment
around an AV as a graph. The nodes in the graph represent objects in the
environment, such as vehicles, pedestrians, and traffic lights. The edges in
the graph represent the relationships between objects, such as proximity or
potential for collision. Graph representations are compact and efficient and are
a promising approach to representing the state of the environment [160], [161].
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Vector-based representation offers a compact and efficient representation of objects,
at the expense of limiting traffic information to a subset of fixed dimensions of sur-
rounding vehicles. BEV images and occupancy grids offer a simple way to represent
the environment with fixed and can be easily updated, however, they can be inac-
curate in environments with high clutter or uncertainty. Graph representation can
easily represent the relationships between objects and is compact. On the other hand,
it can be complex and computationally expensive to update the graph as the number
of surrounding agents increases.

The action space can be continuous or discrete. Continuous actions usually in-
clude the ego-vehicle’s longitudinal acceleration and steering angle. For example, in
[170] the actions consist of the vehicle’s jerk and angular velocity. Discrete actions
usually depend on the specific task being solved. For example, in a lane change sce-
nario, discrete actions include left-lane change, keeping the current lane, or right-lane
change. Once a discrete action is selected, a lower-level controller regulates the steer-
ing and acceleration of the vehicle to execute such manoeuvre [169], [171]. There is
a plethora of DRL algorithms to solve the problem, and each of them is suitable for
a specific combination of actions and state representation. DRL environments are
considered interactive, as the DRL agent will learn an optimal policy by experienc-
ing interactions with simulated surrounding agents. Typically, DRL is performed in
simulated environments, for safety reasons [23].

Whilst most DRL papers focus on vehicle-only traffic scenes, the number of papers
that deal with mixed traffic scenarios or with vehicle-pedestrian interaction is more
limited. Some works exist in the mobile robots crowd navigation. In [172] DRL is
used to navigate a robot in a crowd in a multi-agent setting. In [173], the model in
[172] is improved by using attention-based neural networks and social pooling. An
autonomous braking system was developed in [13] with a DQN agent. The authors
implement a Trauma Memory which is used to sample from collision scenarios, in a
way similar to Prioritized Experience Replay (PER) [174]. In [12] a DQN agent is
trained to avoid collisions with a crossing pedestrian and is further used to develop an
ADAS system to aid drivers in pedestrian collision avoidance scenarios. Deshpande
et al. [169], [175] used a grid-state representation with four layers.

One of the main challenges of DRL methods is how they can be deployed in the
real world. Some research deploys a DRL model directly into the real world. In [176]
a DRL policy based on attention mechanism is developed to handle unsignalized
intersections. The authors show how the policy can deal with real-world scenarios by
deploying directly into a vehicle model with any further fine-tuning. A field of machine
learning, namely transfer learning is currently being explored to transfer knowledge
from the simulated to the real world. Two main techniques include domain adaptation
and domain randomization [177]. With domain randomization, we try to have a big
enough training data so that it covers the real world as a special case [178]. With
domain adaptation [179], the aim is to learn from a source distribution a model that
performs well on a target distribution. Given the problems related to transferring

40



Chapter 3. Literature Review 3.3. Interaction Modelling

AV from simulated to the real world (safety and ethical issues) this area is an open
research field. Another issue related to DRL is that the learning-based strategy has
high training costs and is difficult to achieve semantic interpretation. Recently, some
researchers focus on interpretable learning algorithms and lifelong learning algorithms
to solve the above shortcomings [180].

Multi Agent Reinforcement Learning

The studies in this Section are of particular interest for RQ3 introduced in Chapter
1. When multiple RL agents are being deployed into the real world and interact
with each other the problem becomes Multi-Agent Reinforcement Learning (MARL).
This can be the example of Connected Autonomous Vehicles [158], where an optimal
policy that manages all connected autonomous vehicles must be found. One of the
main assumptions in DRL is that the environment is time-invariant. However, when
multiple agents are learning at the same time, this hypothesis no longer holds and
there might be training instabilities.

In order to deal with multi-agent systems multiple approaches are possible. The
first approach is to have a centralised controller that manages the entire fleet. By
increasing the state dimension to include all vehicles and having a joint action vector,
the problem can again become a single-agent problem [181]. The drawback is the
increased dimensionality of the state and action spaces, which can make learning
more complex. Recently, graph-based representation has been employed to overcome
the curse of dimensionality of the problem [181].

Another approach, which takes inspiration from level-k game theory is to have a
single DRL learner but replace some of the surrounding agents with previous copies
of itself [171]. This technique is similar to self-play, which is used in competitive DRL
scenarios [111]. Finally, the last approach is to formulate the problem with a MARL
approach, where multiple learners in parallel. A multi-agent deep deterministic policy
gradient (MADDPG) method is proposed in [182], which learns a separate centralized
critic for each agent, allowing each agent to have different reward functions. See [183]
for an extensive review on MARL. Other applications of MARL in autonomous driving
can be found in [158], [167], [168], [184].

3.3.3 Game Theoretic Models

The studies in this Section are of particular interest for RQ1 and RQ3 introduced
in Chapter 1. In autonomous driving, the ego-vehicle must make decisions in an en-
vironment with multiple interacting agents. The actions of the ego-vehicle influence
the behavior of surrounding vehicles, and vice versa, making the environment highly
interactive. Game theory provides a framework for modeling these strategic inter-
actions between rational agents [186]. Traditionally used in economics and political
science, game theory has recently been applied to autonomous driving, particularly
through dynamic non-cooperative game theory, which is relevant when multiple de-
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cisions occur over time and agents pursue their interests independently, often with
conflicting goals [10].

In traffic scenarios, all agents continually influence each other, balancing progress
toward their destinations, collision avoidance, and compliance with traffic rules. Al-
though originally designed for static games, game theory has been extended to dy-
namic games, including both discrete and continuous time formats. This approach
extends optimal control theory to multi-agent settings, where optimal control is a
special case involving a single player, with similar mathematical formulations [186].

Game theory, under the assumption that each player acts optimally, focuses on
equilibrium solutions, particularly in trajectory games for autonomous driving. De-
pending on the information available to agents, dynamic games are categorized as
open-loop (only initial state known) or feedback games (current state known). Al-
though feedback games better represent the autonomous driving setting, open-loop
solutions are simpler to compute and often provide reasonable approximations. Com-
mon equilibria used in autonomous driving include Open-Loop Nash, Open-Loop
Stackelberg, Closed-Loop Nash, and Closed-Loop Stackelberg equilibria [186].

In Stackelberg competition, a leader moves first, and followers react sequentially,
allowing higher-precedence players to anticipate others’ responses. This approach has
been applied in AV-human interaction models, where the AV assumes indirect control
over human actions [10], although this can oversimplify complex interactions.

Generalized equilibria account for constraints like collision avoidance [207]. While
open-loop Nash equilibria are computationally simpler, they lack the ability to model
direct influence between agents. Solutions involving Stackelberg formulations and
bimatrix games have been proposed for more complex scenarios, such as drone racing
and autonomous vehicle interactions [191], [195].

Game-theoretic methods face challenges such as high computational complexity,
the assumption of rationality, and the stochastic behavior of agents, which complicates
solution finding. However, they effectively capture the interdependence of actions.
To manage complexity, approaches like hierarchical game-theoretic planning, level-k
reasoning, and iterative methods are employed [189], [194], [206]. Other methods,
such as Iterative Best Response and Nash equilibrium reformulations, are also used
to solve these problems [32], [188].

Further advancements include addressing uncertainties in agent intentions using
models like POMDPs and constructing multiple hypotheses about agents’ objectives
and constraints [193], [203].
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Chapter 4

Interaction-aware decision-making
for AVs

Autonomous driving is a rapidly advancing technology with the potential to dra-
matically reduce traffic accidents. Despite substantial advancements in Autonomous
Vehicle (AV) research, the global road death toll remains disturbingly high. A ma-
jor challenge in autonomous driving is achieving collision-free navigation in complex,
interactive environments where pedestrians are present. Traditional motion control
algorithms tend to be overly cautious, leading to unpredictable driving behavior.
These methods also struggle to adapt to diverse, real-world scenarios.

In this Chapter, we propose to solve the above issues by adopting a learning-
based approach and by utilising the concept of Social Value Orientation (SVO) from
Social Psychology [30], [31], [208] into the AV motion controller design. SVO is a
value that quantifies how much a person values the welfare of the others compared
to their own. We are witnessing an increasing number of publications seeking to
utilise Deep Reinforcement Learning (DRL) to solve Autonomous Driving problems
[185], [209]. In DRL, a motion controller is synthesised through trial-and-error inter-
actions with simulated environment without the need to manually handcraft an AV
decision-making policy, making maintenance and development simple. For a more
comprehensive review on the topic see [23]. Reinforcement Learning applications in
the field of autonomous driving mainly focus on navigation amongst other vehicles,
and the problem of pedestrian collision avoidance in structured environments is a less
studied one. Besides, studies in the field of pedestrian collision avoidance mainly fo-
cus on unstructured scenarios, where the vehicle and the pedestrians share a common
space. In our study, we focus on a typical lane-crossing scenario, where the pedes-
trian and the vehicle usually occupy separate regions of space, i.e. the road and the
pavement, and interact only at some predefined regions, for example, at crossings. To
the best of our knowledge, this is the first time that SVO has been used to shape the
reward function in RL to the problem of pedestrian collision avoidance in structured
scenarios.

Our innovative approach merges DRL with SVO to develop autonomous vehi-
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Chapter 4. Interaction-aware decision-making for AVs

Figure 4.1: Technical framework used. Ot, Rt, At represents reinforcement learning
observations, reward, and actions respectively.

cle (AV) motion controllers that consider the comfort and well-being of nearby road
users. While traditional DRL methods concentrate solely on the objectives of the ego-
vehicle, disregarding potential negative consequences for other vehicles, our method
introduces a pivotal shift. Specifically, we redefine the reward function in DRL by
incorporating SVO, thereby considering the impact of AV actions on surrounding
road users, with a particular emphasis on pedestrians. In our research, we simulate
a common scenario involving a single pedestrian and train a series of DRL agents
with diverse SVO values to enhance the AV’s interaction with its environment. Our
proposed framework is shown in Fig. 4.1. The work described in this Chapter consti-
tutes papers 1 and 2 ([210], [211]) listed in the publication Section of this thesis. In
the first study [210], SVO is introduced in the DRL in a simplified environment with
a pedestrian model from [212].

In the second study, an interactive pedestrian model is created that captures
the dynamic relationship between vehicle motion and pedestrian decisions. Since
the pedestrian model will be extensively used to train our DRL agent, we need it
to possess three main characteristics: firstly, we require it to be computationally
efficient to avoid bottlenecks during training; secondly we need it to be realistic; and
finally we need the pedestrian to actively reason about the AV’s decision, so as to
achieve an interactive behaviour that can be learnt and exploited by the AV agent.
In this Chapter, we propose a novel pedestrian model that integrates the concept of
situational awareness into the Social Force Model framework to achieve an interactive
behaviour that explicitly reasons about the AV’s actions.

Several works have studied the vehicle-pedestrian interaction in crossing scenar-
ios. A comprehensive review on pedestrian models in autonomous driving can be
found in [213] and [214]. Gap acceptance is a major factor that influences pedes-
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trian decision at intersections. Gap acceptance models have been used to describe
the probabilities of pedestrians crossing in a certain gap between vehicles [58], [215]–
[217]. These models are used to describe the pedestrian crossing probability but they
do not model the trajectories that the pedestrian will follow. Markkula et al. [25]
introduced the concept of situational awareness in the pedestrian crossing modelling.
In their model, the authors describe pedestrian road crossing decision as the result of
a number of perceptual decisions concerning the available gap. A limitation in pure
gap-acceptance models is the assumption that once a pedestrian initiates crossing,
they will follow a constant speed velocity profile.

On the other hand, Social Force Models [26] of pedestrian behaviour describe col-
lective behaviours by modelling how each individual interacts with other. The idea
behind this model is that the influence of surrounding agents on the pedestrian motion
can be modelled with forces that measure for the internal motivations of the individu-
als to perform certain movements. This model was originally designed for simulating
crowd dynamics but has been extended with the effect of vehicles on pedestrians [97],
[212], which makes them suitable for mixed scenarios containing both vehicles and
pedestrians. Existing works [218], [219] in pedestrian simulation combined social force
models with a rule based approach for pedestrian crossing simulation. These models
however mainly focus on situations in which pedestrians are in front of the vehicle.
In our DRL setting, especially when the vehicle policy is not yet trained, episodes in
which the vehicle and the pedestrian are next to each other will be present, which is
why we extend the pedestrian model to such scenarios. Secondly, we add a tempo-
ral aspect to the decision making process, by including situational awareness in the
pedestrian decision making.

This model is evaluated against real-world data and the previous pedestrian model.
We also compare different model-free DRL algorithms to train AV agents, which
learn interaction patterns with pedestrians, indirectly influencing their behavior. This
results in controllers exhibiting human-like behavior, offering a wide spectrum of
driving styles based on the chosen SVO value. We conduct a comprehensive set of
experiments to assess the impact of SVO integration and model performance across
various scenarios, moving us closer to safer and socially aware autonomous vehicles.
This chapter has the following contributions:

1. We introduce the concept of SVO in the RL reward function design to obtain
control policies that take the pedestrian goal into account, achieving egoistic or
pro-social AV behaviour;

2. We demonstrate how the introduction of SVO into the DRL Reward Function
design influences the ego-vehicle strategies, achieving behaviours that range
from egoistic to pro-social, without affecting pedestrian safety;

3. We show a successful application of a state of the art RL algorithms, namely
the Soft-Actor Critic (SAC), and Proximal Policy Optimisation (PPO), to the
pedestrian collision avoidance problem.
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Figure 4.2: Scenario illustration. The vehicle measures the pedestrian position and
velocity and adjusts its longitudinal acceleration to balance time efficiency and pedes-
trian safety.

4. We introduce a novel pedestrian simulation model that combines gap-acceptance
methods with Social Force Models to model the pedestrian crossing behaviour;

5. We validate that our RL model is capable of handling the added complexity
introduced by our more realistic pedestrian model that actively reasons about
the AV’s actions and conduct a comparative analysis of two model-free DRL
algorithms applied to our problem.

4.1 Methodology

4.1.1 Social Value Orientation

In social psychology, Social Value Orientation (SVO) is a value that describes how
much a person values other people’s welfare in relation to their own. With SVO theory
in mind, we can model each individual as a decision-making agent that maximises
their own utility function. Such a utility function can be expressed as a combination
of the ego agent’s utility Uself and other agents’ utility Uother:

Utotal = cos(’)Uself + sin(’)Uother (4.1)

where ’ is the SVO. It is an angle, whose value affects the weights of the two utility
terms, and therefore the balance between the selfish reward and the altruistic reward.
As we can see in Figure 4.3, we can characterise the personality of each individual
with the SVO value. For example, an SVO value of 90° corresponds to fully altruistic
behaviour, whereas an SVO value of 0° corresponds to an individualistic agent. In our
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work, we focused on SVO values between 0° and 90°, as we want the AV to exhibit pro-
social behaviour and yield to the pedestrian if necessary to avoid dangerous situations.

SVO has been previously used to design controllers in a game-theoretic setting
[32], but this demands long complex computations to solve for a Nash equilibrium.
In our work, we try to mitigate the computational cost of the optimisation problem
by using SVO in the RL framework, thereby moving the computational cost from
execution time to training time, in a learning-based fashion. We integrate the SVO
concept directly in the MDP model formulation, by constructing a reward function
that is composed of two terms, one that models the car’s own objective Uself and
one that models the pedestrian’s objective Uother. As model-free RL algorithms are
computationally less complex and do not require an accurate representation of the
environment to be effective, we choose the SAC algorithm, which has proven to be
very effective for autonomous car traffic navigation [220]. The SAC has also the
advantage of using a continuous action space, which is more suitable for our problem.
To generate realistic and interactive experience at training and test time, we use social
forces to model the pedestrian’s behaviour. We adopted a model similar to the one
used in [212], where we considered a single vehicle and neglected the interaction with
other pedestrians. We include an awareness probability for the pedestrian to improve
robustness to collisions and avoid overfitting of the pedestrian behaviour. This way,
the trained policy will be able to deal with dangerous situations where the pedestrian
starts crossing without seeing the vehicle. In the next section, we introduce the state
and action spaces of the MDP and in section 4.1.3 we describe the social reward
function design with SVO.

4.1.2 MDP Formulation

We design a Deep Reinforcement Learning environment in which the Autonomous Ve-
hicle (the RL agent) interacts with the pedestrian. We let the AV learn its behavioural
policy by experiencing interactions with the pedestrian model we developed. We use
two different DRL algorithms, SAC and PPO, to train two sets of policies and compare
their performances. In our first study [210], the SAC algorithm is used in combina-
tion with a predefined state-of-the-art pedestrian model [212]. In our second study
[211], we developed a novel pedestrian model to be used in this crossing scenario and
the performance of two different model-free DRL algorithms are compared. We will
now describe how we model the pedestrian collision-avoidance problem as a Markov
Decision Process (MDP) that can be used to train DRL AV agents.

State Space

In our model, we focused on a scenario consisting of a straight lane and a single pedes-
trian, see Figure 4.2. This environment serves as a critical component in enabling
the AV (acting as the RL agent) to develop its behavioural policy through real-time
interactions with a pedestrian model. We assume the ego-vehicle can access a ref-
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Figure 4.3: Social Value Orientation ring. The SVO value ’ affects the behaviour of
the ego-vehicle.

erence path computed by a Path-Planning module using the GPS and global map
information and that it is able to locate itself with respect to this reference path.
The purpose of the control algorithm is to adapt the vehicle current trajectory to the
reference track based on the pedestrian’s behaviour. As for pedestrian detection, we
assume that the vehicle is equipped with a LiDAR, which measures the pedestrian
position relative to the vehicle. Therefore, we make the assumption that the state
space available to the ego-vehicle consists of:

� the offset dt of the vehicle centre of gravity from the vehicle reference path;

� the vehicle orientation relative to the reference path direction  t;

� the vehicle longitudinal velocity vegot ;

� the pedestrian position rpedt and velocity vpedt relative to the vehicle.

st = [dt;  t; vegot ;pt;vpedt ]T 2 R7 (4.2)

In this work, we set the vehicle orientation  t to 0, to study the vehicle’s longitudinal
motion.
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Action Space

For the action space, we have adopted a continuous representation in the state space.
Specifically, the action space is comprised of the AV’s longitudinal acceleration de-
noted as at. This action, computed by the policy network, is normalized to fall within
the interval [�1; 1], and then rescaled to fit within the range of [�0:3g; 0:3g], where g
signifies the standard gravity of the Earth. This approach to the action space allows
for a fine-grained control over the AV’s acceleration.

4.1.3 Social Reward Function

We introduce the SVO concept directly inside the reward function. The integration
of SVO into the reward function allows us to infuse a sense of social responsibility and
consideration for the well-being of other road users. The fundamental structure of
our reward function encompasses two distinct terms rcar and rp, each of which plays
a pivotal role in guiding the AV’s behavior. We indicate the ego-vehicle’s SVO value
as ’, and weight each of the two distinct forms with the sine and cosine function of
the ego-vehicle’s SVO:

r(st; at) = cos’ � rcar(st; at) + sin’ � rp(st; at) (4.3)

Each term solves a specific function:

� Ego-Vehicle Objective Term: this term encapsulates the AV’s own objec-
tives and goals, aligning with traditional reward functions used in Deep Rein-
forcement Learning (DRL). It factors in elements such as reaching a destina-
tion efficiently and adhering to traffic rules, ensuring that the AV’s autonomous
decision-making caters to its primary objectives.

� Pedestrian Social Term: This novel addition introduces the SVO concept,
and its role is to account for the comfort and well-being of other road users,
particularly focusing on interactions with pedestrians and nearby vehicles. By
integrating SVO directly into the reward function, we encourage the AV to make
decisions that not only optimize its own objectives but also consider the impact
of those decisions on the safety and comfort of surrounding individuals. This
represents a significant departure from conventional DRL methods that tend
to concentrate solely on the ego-vehicle’s goals and neglect the broader societal
implications of its actions.

The car’s reward function is also a combination of multiple terms:

rcar(st; at) = rc + rg + rv (4.4)

The first term is a collision term rc, the second term is a positive reward to achieve
the goal rg and rv is a reward related to the vehicle speed. For avoiding collisions with
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pedestrians, a penalty rc of �30 is given to the car in case of collision and the episode
is terminated. A positive reward rg of +30 is given to the agent when it reaches the
goal. These values have been set emprically by manual search. Finally the term rv is
a speed reward that encourages the car to reach the goal in the minimum amount of
time. It is expressed as:

rv = c1vt � n̂ = c1 cos tvt (4.5)

The term vt � n̂ is the dot product between the vehicle velocity and a unit vector
representing the reference path forward direction. This encourages the car to go as
fast as possible within the speed limit and at the same time discourages the car from
moving backwards.

The second term of equation 4.3 is used to capture the pedestrian’s intentions
and comfort in the AV’s decision-making process. We assume a pedestrian crossing
the road is attempting to reach their goal in the least amount of time possible, so
we give a positive reward proportional to the pedestrian crossing speed to the AV
when the pedestrian is crossing. Also, since we want our RL agent to behave pro-
socially, i.e. yielding to the pedestrian if necessary, we give a positive reward only
if the pedestrian is crossing in front of the vehicle. Since an AV stopping in close
proximity of a pedestrian to let them cross could be potentially dangerous or could
make the pedestrian feel unsafe, we weight the reward by a factor � (Dpv), where Dpv
is the distance between the vehicle and the pedestrian. � (Dpv) is a sigmoid function
that tends to 0 when Dpv tends to 0. If vp is the pedestrian velocity, we can then
express the pedestrian reward function as:

rp =

(
kp�(Dpv) ~vp � �̂; if wants to cross and xp > xv
0; otherwise

(4.6)

where kp is a scaling coefficient for the pedestrian reward, ~vp is the pedestrian velocity,,
�̂ is a unit vector pointing from the pedestrian to their goal position, xp and xv are
the pedestrian and vehicle positions along the x dimension (aligned with the road).

4.1.4 Situational Aware Pedestrian Model

We let the vehicle agent learn the best control action based on the experience of
the dynamic interactions with a pedestrian in a simulated environment. Rather than
treating the pedestrian as a mere moving obstacle, we emulate a real-world pedestrian
motion with a social force-based model and add a social term in the reward function
that is based on Social Value Orientation.

First, we develop a novel interactive pedestrian model that combines the con-
cepts of situational awareness [25] and Social-Force [26] to determine the pedestrian
trajectory under the vehicle influence. The vehicle motion affects the pedestrian
decisions by indirectly altering the available time-gap to complete crossing and the
social forces acting on the pedestrian. In turn, pedestrian motion serves as a cue for
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the ego-vehicle controller, thereby mutually influencing each other. We evaluate our
pedestrian model using a set of typical road scenarios and by comparing pedestrian
motion statistics with real world data and a state-of-the-art pedestrian model. Sec-
ondly, agents trained with model-free DRL algorithms learn the interaction patterns
with the pedestrian and exploit them to indirectly affect pedestrian motion. For
instance, the vehicle learns the effect that its own acceleration on pedestrian’s deci-
sions, thereby hindering or favouring the pedestrian crossing. We demonstrate how
our reward choice produces controllers that naturally exhibit human-like behaviour,
with a plethora of different driving styles, ranging across a spectrum from aggressive
to pro-social according to the choice of the SVO value. We conduct a set of quali-
tative and quantitative experiments aimed at evaluating the effect of SVO addition,
and model performances under both nominal and high-risk scenarios. We modify
the traditional social force based model by mixing it with a gap-acceptance model to
simulate pedestrian crossing behaviours. In this way, we are able to obtain realistic
trajectories due to the social force component while still maintaining the advantages
of gap-acceptance models, i.e. the accurate description of crossing initiation.

Pedestrian’s Motivation

We model the pedestrian situational awareness as a number that represents the pedes-
trian’s willingness to cross the road, which we term motivation. Inspired by the work
of [25], we model the pedestrian’s motivation as a discrete time variable that quantifies
the pedestrian’s crossing willingness. The motivation takes into account environmen-
tal factors such as the AV’s forward velocity vv, the distance between the pedestrian
and the vehicle Dpv, the lane width and the vehicle’s acceleration perceived by the
pedestrian a.

The motivation at any point in timeM(t) is a real value in the interval [0; 1], with
1 indicating that the pedestrian wants to cross the road and 0 the opposite. In order
to model the fact that the decision-making process is made over time, we apply a first
order filter and update the motivation according to the following equation:

M(t+ 1) = �M(t) + (1� �)M̂(t) (4.7)

where M̂(t) is an innovation term that is computed according to the vehicle’s position
and actions and M(t) is the motivation at the previous timestep.

The innovation term is computed as a logistic function:

M̂(t) =
1

1 + e�( T f��) (4.8)

where f is a vector of features,  is a vector of weights, and � is a parameter. The
vector of features combines the advantage time and the acceleration of the vehicle
perceived by the pedestrian:

f = [tadv; a]T (4.9)
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In particular, We define the advantage time tadv as the difference between the time
to collision and the time that the pedestrian needs to cross the road, considering their
reaction time:

tadv =
Dpv

vv
�
kL
vd
� tr (4.10)

where L is the lane width, k is a coefficient which is equal to 1:0 if the pedestrian
initiates crossing on the same side as the vehicle’s lane or 2:0 otherwise, indicating
that the pedestrian has to travel only half the road width or the total road width. tr is
an additional time factor that takes into account pedestrian reaction time. The terms
vv and vd represent the vehicle’s speed and the pedestrian desired walking speed.

Navigational Force

The navigational force is a proportional controller that drives the pedestrian towards
their goal, weighted by the current pedestrian motivation:

~Fnav(t) =M(t) � kd (~v(t)� ~vd(t)) (4.11)

The desired velocity ~vd(t) points at each timestep in the direction of the goal ~g
and has a magnitude equal to the pedestrian’s preferred walking speed vd:

~vd(t) = vd
(~g � ~p)

p
k~g � ~pk2 + "2

n

(4.12)

where ~p is the pedestrian’s current position, and "n is a regularisation factor for the
navigation term to avoid the problem of division by zero.

Vehicle Interaction

We modelled the vehicle influence on the pedestrian as a superposition of three dif-
ferent force fields. The first term affects the pedestrian trajectory so that they avoid
collisions with the vehicle, the second term encourages walking around the vehicle
when it has very low speed, and the last term pushes the pedestrian away from the
front area of the vehicle if it is approaching with high speed. Since a pedestrian will
avoid walking in the area in front of a vehicle approaching at high speed and will not
initiate walking around it unless the vehicle speed is sufficiently low, we take this into
account by introducing a velocity coefficient that blends the second and third term
according to the vehicle’s speed. In particular, we define the overall force field as:

~Fveh = ~Fshape + k(v)~Fflow + (1� k(v))~Fspeed (4.13)

where

k(v) =
1

1 + kvv2 (4.14)
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Figure 4.4: Linear decay with smoothing. Values are unitless.

The parameter k(v) is used to obtain a linear combination of the fields ~Fflow and
~Fspeed, so that at lower velocities the former prevails, whereas at higher speeds the

latter prevails. Let ~p = [x; y]T be the coordinates of a pedestrian in the vehicle local
frame.

The shape of the fields ~Fshape and ~Fflow is shown in Fig. 4.5. We approximate the
AV shape as an ellipsis for the sake of the repulsive force modelling, with semi-axes
a and b, equal to half the vehicle length and width respectively.

We use a linear decay function with smoothing to model the influence of the
vehicle shape on the pedestrian based on the distance d between the vehicle and the
pedestrian, which is defined as:

h(d;A; d0; �) =
A
2d0

�
d0 � d+

q
(d0 � d)2 + "

�
(4.15)

where A, d0, and " are parameters that determine the shape of the linear decay
function and whose effects are shown in Fig. 4.4. We use an elliptical distance in
accordance to the AV’s shape approximation:

d =

r�x
a

�2
+
�y
b

�2
(4.16)

where x and y are the pedestrian’s coordinates relative to the vehicle.
The repulsive force direction is orthogonal to the vehicle’s shape approximation

and its magnitude depends on a linear decay with smoothing function of the elliptical
distance. The denominator normalises the equation to get a unit vector in the desired

Figure 4.5: Shape field (left) and force field (right) representation. The flow field is
shown with two randomly chosen start and goal positions.
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direction:

~Fshape =
h(d;As; d0s; �s)q�2x

a2

�2
+
�2y
b2

�2

�
2x
a2 {̂+

2y
b2 |̂
�

(4.17)

The flow field encourages the pedestrian to walk around the vehicle. We introduce
a coefficient kf (~p) which has two purposes. Its sign determines if the pedestrian walks
around the vehicle clockwise or counterclockwise and it is decided by estimating
the shortest path between the pedestrian current position and the goal position.
The magnitude of the coefficient kf (~p) is one at the beginning of the trajectory and
decreases to zero as the pedestrian is closer to the goal. This choice was made because
the vehicle should not influence the pedestrian motion once the pedestrian has passed
the vehicle and is moving further away from it. In symbols:

jkf (~p)j =

8
><

>:

1:0 if P < 0

0 if P > k~g � ~p0k
k~g� ~p0k�P
k~g� ~p0k

otherwise
(4.18)

where P is the pedestrian progress towards their goal and ~p0 is the pedestrian initial
position:

P =
(~p� ~p0) � (~g � ~p0)

k~g � ~p0k
(4.19)

We allow the flow term to have its own linear decay with smoothing parameters.
Compared to the shape field, the flow field has a different power for the x and y terms
in eq. 4.20 to make the pedestrian trajectory follow more realistic paths around the
vehicle. The negative sign in the last term of equation 4.20 makes the field rotate
around the vehicle. The pedestrian flow term can then be defined as:

~Fflow = kf (~p)
h(d;Af ; d0f ; �f )r�
�2y3

b

�2
+
�2x3

a

�2

�
�2y3

b
{̂+

2x3

a
|̂
�

(4.20)

The influence of the vehicle speed on the pedestrian motion is modelled with the
force field ~Fspeed, which follows an exponential decay:

~Fspeed = A � sign(y) exp
�
�
x� a
v∆T

�
exp

�
�
y2

2�2
y

�
|̂ (4.21)

where A is a scaling coefficient, vv represents the vehicle speed, ∆T is a time
factor, and �y is a constant proportional to the lane width. The exponential decay is
influenced by the vehicle speed, varying the length of the area that is influenced in
front of the AV.

The overall pedestrian model is shown in algorithm 1.
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Algorithm 1 Social Force–Motivation Pedestrian Model

Input: Pedestrian’s position ~p = [x; y]T , pedestrian’s goal position ~g, vehicle speed
v and acceleration a.
Output: Pedestrian’s ~a.
Parameters: see Table 4.1.
Compute Pedestrian Speed:

Update Motivation:
M̂(t) 1

1+e�  T f

M(t) �M(t� 1) + (1� �)M̂(t)
Update Forces:

if M(t) > �f :
~Fnav(t) M(t) � kd (~v(t)� ~vd(t))

else:
~Fnav(t) 0

~Fsh(t); ~Ff (t); ~Fsp(t) Update Forces
k(v) 1

1+kvv2

~Fveh(t) ~Fsh(t) + k(v)~Ff (t) + (1� k(v)~Fsp(t)
~Ftot(t) ~Fnav(t) + ~Fveh(t)

Determine acceleration:
~a(t) ~Ftot(t)=m
if k~a(t)k > amax:
~a(t) amax � ~a(t)=k~a(t)k

~v(t) ~v(t� 1) + ~a(t) � Ts
~v(t) vmax � ~v(t)=k~v(t)k

Table 4.1: Parameter Set.

Type Parameter name Values
Motivation �; vd; tr; ; �f ; � (0:8; 2:0; 0:05; [3:0;�0:3];

0:3; 2:2)
Navigation kd; �d (200; 0:09)

Shape Ms; d0s; �s (800; 4:0; 0:1)
Flow Ms; d0f ; �f (600; 6:0; 0:1)
Speed A;∆T; �y (400; 1:0; 0:2L)

Constraints amax; vmax;m; kv (3:0; 4:0; 75; 0:1)
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4.2 Simulated Experiments

We conduct a series of experiments to validate our methodology. In the first experi-
ment, the SVO effects are analysed in a simplified scenario consisting of one vehicle
and one pedestrian. The pedestrian model is taken from [212]. In this way, we can
focus on analysing the effects of SVO only, rather than immediately delving into the
pedestrian model design. The results of this experiment have been published in [210].
The second set of experiments are concerned with the development of a pedestrian
model for AV. We also repeat the procedure of the first experiment for SVO evalua-
tion. This allows us to check if the learnt AV policy is capable of handling the added
pedestrian complexity. We also compare two different DRL algorithms on this task.

4.2.1 Experiment 1

A 2-D driving simulator simulator was developed using the Python programming
language to validate the proposed method. The simulator was used to train and
subsequently test our RL agent. The overall system architecture is represented in
Figure 4.1. The simulator models the physics of the problem, i.e. it performs time
integration and simulates the interaction between the ego-vehicle and the pedestrian.
The simulator is wrapped in an OpenAI Gym [221] environment, which communicates
with a SAC agent of the Stable-Baselines3 package [222]. OpenAI Gym Environment
is a widely used interface for RL environments. The interface is part of the OpenAI
Gym package, which is an open-source package for developing reinforcement learning
environments and testing DRL algorithms. Stable Baselines3 [223] is an open-source
python package that implements state-of-the-art Reinforcement Learning algorithms.

The driving simulator implements a bicycle model for the vehicle and we model
the pedestrian behaviour with algorithm 1. We used a machine with one NVidia
GeForce GTX 1080 Ti and a Intel(R) Core(TM) i5-6400 CPU @ 2.70GHz processor
to perform the Neural Network Training.

Scenario

The road scenario is represented in Figure 4.2. It consists of a single vehicle and
a single pedestrian on a straight road. At the start of each episode, the pedestrian
randomly spawns on either the bottom or the top pavement with equal probability
and also has a fixed probability of crossing the road. The pedestrian spawn position on
the pavement is chosen according to a normal distribution. If the pedestrian crosses,
a random goal position on the opposite side of the road is generated according to a
normal distribution, otherwise the pedestrian simply walks along the pavement. This
way we are able to generate episodes with both crossing behaviours and the RL agent
learns to distinguish between them and exploit that to its advantage. We chose a
value of 0.9 for the pedestrian crossing probability in order to generate more episodes
with actual car-pedestrian interactions, as this kind of interactions are more complex
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and the RL agent needs more episodes to learn the correct policy in these situations.
The car spawn position and velocity are also chosen randomly according to a normal
distribution. The ego vehicle goal position is located along the centre of the lane, 30
m away in front of the ego-vehicle starting point. An episode terminates if the car
reaches its goal or if a collision occurs.

Network Training

We trained a total of 9 different policies with different SVO values from 0° to 80°.
For each SVO value, an agent is trained for 100,000 steps, at each a tuple consisting
of the current observed state, action taken, reward received, and the subsequent next
state is stored in a replay buffer. A normally distributed action noise is also added
to the actions taken by the agent at training time to favour exploration. The replay
buffer size is equal to the number of steps of the entire simulation so that the entire
experience gathered by the agent is used during training. The learning rate is initially
set to 0:001, then it decreases linearly to 10% of the initial value. The batch size, �
and  parameters are set to 256, 0:005, and 0:99 respectively.

The neural network architecture consists of two fully connected layers with 256
hidden neurons each, shared by both the actor and critic networks. A simple fully-
connected multilayer perceptron network was used, as the input consists of features
of the ego-vehicle and the pedestrian rather than raw images. The neural network is
trained using the SAC algorithm. The SAC agent performs an action based on the
observations provided by the environment and improves the policy at each training
step. After executing an action, the environment state is updated and a new set of
observations is given to the agent. This cycle repeats until the policy converges.

Results

We carried out computer simulation experiments to evaluate the trained agents. Each
agent is tested with 100 training episodes. In order to have comparable results for
each agent, the testing episodes share the same initial conditions. Across all the
episodes, no collisions with the pedestrians were detected. We compare the trained
agents in terms of pedestrian safety and time efficiency in achieving the goal.

Quantitative results

Simply by considering the pedestrian crossing’s velocity into the pedestrian reward
term, we can see that the car automatically learns a more pro-social behaviour. This
more pro-social behaviour corresponds to both increased safety for the pedestrian
and an increased time to complete the task, indicating that the car is more likely to
slow down and yield to the pedestrian. Figure 4.6a shows the average time taken by
the autonomous vehicle to reach their goal. As the SVO increases, the car is more
likely to yield to the pedestrian, therefore the average time to reach the goal has an
increasing trend. We also computed the minimum distance across all testing episodes

59



Chapter 4. Interaction-aware decision-making for AVs 4.2. Simulated Experiments

Figure 4.6: (a) Average time to complete the task if the pedestrian is crossing (blue)
or if the pedestrian is not crossing (orange). (b) Average minimum distance between
the pedestrian and the vehicle. (c) Vehicle acceleration profile with the same episode
initial conditions for three SVO values.

for each agent and plotted it in Figure 4.6b. As expected, this parameter also has an
increasing trend.

We plot two curves depending on whether the pedestrian is crossing or not in the
episodes. For low SVO values, the time to reach the goal is similar for the two curves,
because the car arrogantly occupies the lane before the pedestrian is allowed to start
crossing. From our simulations, we have seen that an SVO of at least 30° is required
to see a significant change in the AV social behaviour, which explains why the two
curves are quite similar at the beginning. For higher SVO values, the time to reach
the goal when the pedestrian is not crossing also increases. This is due to the fact
that the car exhibits a more cautious behaviour and it slows down when close to the
pedestrian, even if the pedestrian is not crossing.

Figure 4.6c shows the acceleration profile for an episode with crossing pedestrian
and three different SVO values. We can see that overall the acceleration value is
lower for the SVO of 80° compared to the one at 0°, indicating that the car moves at
a slower speed. Also, for an SVO of 0°, the car actually starts to slow down much
later than the SVO of 0°. The acceleration profile for an SVO of 50° oscillates more
than the other two. Indeed, the trajectories generated from that agent exhibit a
much more hesitant behaviour compared to those at 0° and 80°. In such episodes, the
pedestrian also starts hesitating and doesn’t commit to any behaviour, which is why
the average time to reach goal also decreases for higher SVO values. This reflects a
typical scenario in which pedestrian and driver don’t come to an agreement and reach
an impasse, as they both try to claim the right of passing. This explains why the
average time to reach goal decreases again after an SVO value of 60°.

Qualitative results

In Figure 4.7 we visualize the trajectories generated by our simulator in two episodes
for three different SVO values. In the first episode the pedestrian is standing on the
bottom pavement and is trying to cross the road, whereas in the second episode the
situation is reversed. The reader can find a video demo of the trajectories in the
supplementary material. We can see that in Figure 4.7a the pedestrian hasn’t even
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Figure 4.7: Pedestrian and vehicle agent trajectories for two episodes and three SVO
values. Figures in the same row refer to the same episode and share the same initial
conditions but have different SVO values. The temporal progression is indicated by
coloring the trajectories from lighter to darker colors. In Fig. (b), (c), and (f) the car
yields to the pedestrian, whereas in (a), (d), and (e) the pedestrian crosses after the
car has passed. We can see that the car has a mixed behaviour with an SVO value
of 40° (Fig. (b) and (e)).

started to cross the road when the episode is over. This is due to the fact that the
low SVO value makes the car behave very aggressively. We can see that in the same
Episode but for higher SVO values the pedestrian manages to reach the goal before
the end of the episode, meaning that the car yields. The difference between SVO
values 40° and 80° is where the car stops yielding to the pedestrian: the car stops
almost immediately for an SVO value of 80°, but for an SVO value of 40° the car stops
closer to the pedestrian. Similar behaviours can be found in the second episode. We
can see that the distance covered by the pedestrian within the end of the episode
increases as the SVO value increases and that the pedestrian manages to reach their
goal completely in the third figure.

4.2.2 Experiment 2

We divide the experimental results section for this second set of experiments as fol-
lows: Sections 4.2.2 and 4.2.2 present qualitative and quantitative evaluations of
our pedestrian model. Section 4.2.3 introduces the reinforcement learning scenarios,
Section 4.2.3 gives details about the DRL training, and Section 4.2.3 presents the
evaluation of the trained agent in the interactive environment.

Gap-Acceptance Validation

We use two real-world pedestrian datasets [84], [104] to evaluate our gap-acceptance
model based on motivation. Lee et al. [84] gathered data as part of a virtual real-
ity experiment to investigate how the combination of kinematic information from a
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Figure 4.8: Road-crossing probability in Lee et al.’s data [84] (red) and Lobjois et
al.’s data [104] (green), together with our model’s (blue).

vehicle (e.g., Speed and Deceleration), and eHMI designs, play a role in assisting the
crossing decision of pedestrians. The authors of [104] designed a gap acceptance task
to investigate the relationship between age difference and accepted gaps. Since age
differences is not in focus in this work, we only used the data from the age group
20-30, similar to the age range of participants in [84]. In Fig. 4.8, we show the gap
acceptance curve generated by our Social Force Motivation model (SFMM) is in line
with the empirical data and is overall capable of capturing both of this datasets well.

Qualitative pedestrian motion analysis

We test the pedestrian behavioural model in the following scenarios:

� fixed AV position lateral interaction;

� fixed AV position frontal interaction;

� slow-speed AV (1-5 m/s) lateral interaction;

� medium-speed AV (10-15 m/s), with three different acceleration values with
lateral interaction;

We focused more on the lateral interactions between the vehicle and the pedestrian
as we are mostly interested in pedestrian crossing behaviour. For each of the above
scenario classes, we performed an evaluation with the pedestrian crossing from both
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Figure 4.9: Qualitative trajectory comparison between our model (red) and the model
in [212] (red). We can see how our pedestrian model is capable of overcoming a
static car obstacle whereas the Sub-Goal Social Force Model (SGSFM) gets stuck on
opposite side of the car with respect to its goal (as indicated by the arrows). The
pedestrian is trying to cross from bottom (negative y values) to the top. The color
map from lighter to darker defines the passing of time (light is more in the past).
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road sides of the road. In Fig. 4.9 we report qualitative comparative analysis of the
trajectories generated by our model (red) and a state-of-the-art social force model
[212] (blue). Trajectories are obtained by changing the pedestrian spawn and goal
positions, while keeping the same initial conditions for the AV. Our simulations show
that the introduction of the ~Fflow term allows the pedestrian to overcome situations in

which the repulsive force ~Fshape cancels out the navigational force ~Fnav, allowing the
pedestrian to overcome a static obstacle. This feature was not present in the previous
work [224]. Fig. 4.10 shows additional qualitative trajectories pedestrian trajectories
obtained in a frontal interaction (Fig. 4.10(a)) and with car medium-speed (Fig.
4.10(b)). Additionally, we perform a computational analysis of the pedestrian model.
The results show that our model computes the pedestrian acceleration in 0.36 +- 0.3
ms against 60 +- 2 ms for the SGSFMmodel [212]. Good computational performances
enable faster DRL training.

Figure 4.10: Simulation trajectories. The color map from lighter to darker defines
the passing of time (light is more in the past). (a) Fixed AV frontal interaction
crossing from bottom to top, (b) fixed AV crossing from top to bottom, (c) lateral
interaction, (d) slow-moving AV. For each figure, a darker colour indicates a later
simulation time. The initial position and goal positions are represented by an orange
and a purple circle respectively.

4.2.3 Reinforcement Learning Scenario

We trained and subsequently tested our DRL agent on a straight road scenario with
a single pedestrian, (see Fig. 4.2).

We modelled a straight road with the ego-vehicle and a pedestrian. We chose a
road length of 60 m and width of 6 m, which is the average road width for a two
lane urban road in the UK. The pedestrian can spawn either on the top pavement or
on the bottom pavement, whereas the AV always spawns in the bottom lane. This
choice does not constitute any loss of generality as we formulate the decision-making
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Figure 4.11: Mean episode length in timesteps (top) and mean reward (bottom) with
SAC algorithm (left) and PPO (right).

problem in the ego-vehicle reference frame. The AV’s initial speed is chosen with a
uniform distribution in the interval (0 m/s, 15 m/s) as we are interested in studying
a low-speed urban scenario. Selecting random values for the initial conditions favours
exploration in the early stages of the training. The pedestrian’s initial position along
the pavement is sampled from a uniform distribution. The pedestrian’s goal position
is always on the opposite side of the road from their spawn point and is sampled from
a normal distribution with mean value equal to the pedestrian position to ensure the
distance from the crossing point is not excessive.

Neural Network Training

The neural network architecture is the same for both PPO and SAC and consists of
two fully connected layers with 256 hidden neurons each, shared by both the actor
and critic networks. A simple fully-connected multi-layer perceptron network was
used, as the input space is simple enough to allow us to use a simpler neural network
rather than a Convolutional Neural Network which would be harder to train.

We observed that by directly training the RL agent with the new pedestrian
model resulted in only aggressive policies for the RL agent, even for SVO values
close to 90°. The DRL algorithm used to get stuck in a local minimum, which caused
limited exploration: since the newly introduced pedestrian model has a more cautious
behaviour compared to our previous work [224], the AV agent optimised only the first
term of eq. 4.3, neglecting the pedestrian’s reward. We solved this issue by splitting
the training in two parts. For the half of the training, the model is trained with
a reckless pedestrian model that always crosses the road. For the second half of
the training, we switch the pedestrian model to the more complex one. The idea
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behind this is that the RL model is more cautious when the conservative pedestrian
is introduced, which allows to explore braking actions without falling into a local
maximum for the reward. In this way, agents with higher SVO values learn that
breaking yields to higher altruistic rewards.

We compare the performances of two different RL algorithmsby training a total
of 10 different policies: 5 for the SAC algorithm and 5 for the PPO algorithm with
SVO values of 0°, 20°, 40°, 60°, and 80° respectively. In general, the SAC algorithm
requires longer than PPO to train a policy that yields the same cumulative reward,
but requires fewer steps. We compared the two algorithms by keeping the total
computation time constant. We trained each policy for roughly 150 minutes, which
resulted in a total of 2:5�106 steps for PPO and 2:5�105 steps for SAC. A normally
distributed action noise is also added to the actions taken by the agent during training
time to favour exploration. We set the replay buffer size for the SAC algorithm equal
to the number of training steps so that the entire experience gathered by the agent
is used during training. We choose a linear decay for the learning rate, initially set
to 3� 10�4. The discount factor  was set to 0:99.

We show the training curves for both PPO and SAC in Fig. 4.11. The figures show
the mean episode length and the total reward gathered for different SVO values. We
observe how at the end of the training the two algorithms return comparable results
both in terms of mean episode length and reward gathered, which shows consistency
between training instances. However, we note that for some of the SAC policies,
the reward is not entirely stable at the end of the training, indicating that the SAC
algorithm is much more time consuming than PPO. Nonetheless, the SAC policies
yield acceptable results in terms of policy behaviour, allowing for comparison of the
two algorithms. Figure 4.12 shows the acceleration profile for an episode with crossing
pedestrian and three different SVO values. We can see that overall the acceleration
value is lower for the SVO of 80° compared to the one at 0°, indicating that the car
moves at a slower speed. Also, for an SVO of 0°, the car actually starts to slow down
much later than the SVO of 0°. The acceleration profile for an SVO of 50° oscillates
more than the other two. Indeed, the trajectories generated from that agent exhibit
a much more hesitant behaviour compared to those at 0° and 80°. In such episodes,
the pedestrian also starts hesitating and doesn’t commit to any behaviour, which is
why the average time to reach goal also decreases for higher SVO values. This reflects
a typical scenario in which pedestrian and driver don’t come to an agreement and
reach an impasse, as they both try to claim the right of passing. This explains why
the average time to reach goal decreases again after an SVO value of 60°.

Mutual Interaction Evaluation

We create two test suites of 1000 testing episodes to evaluate the effect that our SVO
reward design has on the agent behaviour. In half of the episodes, the pedestrian
crosses the road from top to bottom and in the other half from bottom to top. The
first one is used to evaluate the agent with our pedestrian model. In the second one,
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Figure 4.12: Acceleration profile with different SVO values.

we increase scenario complexity by making the pedestrian unaware of the vehicle’s
presence, i.e. crossing regardless of the vehicle’s position and speed. In this way,
we were able to include hazardous and unexpected scenarios that will stress the
controller robustness to the pedestrian model. We analyse the smoothness of the
agent trajectory, how its behaviour is affected by SVO, and the agent’s robustness to
the pedestrian model. Agents with an SVO value of 0° serve as a baseline for State
of the Art DRL methods with traditional reward functions that only take the ego-
vehicle’s goal into account, as an agent with an SVO value of 0° is exactly equivalent
to a standard DRL agent.

Results

Qualitative results

In Fig. 4.13 we show pedestrians and AV trajectories with different SVO values with
the same initial conditions. Agents trained with SAC (first row) and PPO (second
row) display similar trajectories. In Fig. 4.13(a) and (d) the vehicle accelerates to
prevent the pedestrian from crossing due to a low SVO value. Viceversa, in Fig.
4.13(c) and (f) the ego-vehicle displays a behaviour called early-stopping, in which
it slows down to let the pedestrian initiate crossing. Fig. 4.13(b) and (e) have
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Figure 4.13: Pedestrian and vehicle agent trajectories for two episodes and three SVO
values. Fig. (a)-(c) are generated with SAC and (d)-(f) with PPO. The temporal
progression is indicated by coloring the car and pedestrian’s trajectories from lighter
to darker colors. In Fig. (b), (c), (e) and (f) the AV yields to the pedestrian, whereas
in (a), (d) the pedestrian crosses after the AV has passed and has not completed
crossing when the episode terminates. We can see that the 80° SVO has a less
aggressive behaviour than 0° and 40°.

intermediate behaviour. The effects of the SVO with the overall agent behaviour
are in line with our expectations, i.e. pro-social behaviour for high SVO values and
egoistic behaviour with low SVO.

Fig. 4.14 shows the qualitative effect that unpredictable pedestrian behaviour has
on an agent with SVO 0°. Fig. 4.14(a) and (c) have an aware pedestrian, Fig. 4.14(b)
and (d) an unaware pedestrian. Despite the fact that the controller SVO is 0°, the car
stops to let the pedestrian cross in order to avoid collision, thereby favouring safety
over its own egoistic behaviour.
Quantitative results

First of all, we evaluate the agents success rate in completing its task in the first and
second test suites. We consider an episode successful when the ego-vehicle reaches the
end of the road whilst avoiding the pedestrian. All the agents successfully completed
the task without collisions with the pedestrian in both the first and second test
suite, which demonstrates the fact that our model is capable of handling the added
complexity of risky scenarios.

In principle, two RL algorithms that solve an MDP problem should both yield
optimal policies which achieve the same cumulative reward Fig. 4.11. However, ac-
tions taken are not necessarily the same. Agents trained with PPO showed smoother
acceleration profiles, as shown in Fig. 4.12, consistently with DRL theory. For an
AV passenger, the policies generated by PPO seem to be more comfortable from
an ergonomics perspective, a fact that we intend to investigate in future research.
However, SAC has better exploration strategies, rendering it more suitable to solve
complex tasks.

Fig. 4.6 shows the average minimum distance between the ego-vehicle and the
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pedestrian. The distance increases as the SVO increases, which indicates that the
AV has a more altruistic behaviour and yields to the pedestrian. We observed that
the policies trained with the SAC algorithm tend to stop much earlier to yield to
the pedestrian compared to the PPO algorithm, offering an explanation to why the
average minimum distance are significantly larger for such policies.

Overall, the results are consistent with our previous findings [224], which confirms
that the agents are capable of learning behavioural strategies with more complex
pedestrian behaviour while still being able to handle risky or unexpected scenarios,
which is promising for real world applications.

Figure 4.14: Qualitative trajectories with unaware pedestrian (b), (d) and aware
pedestrian (a), (c). Figures on the same row share the same initial conditions. The
ego-vehicle agent is the same for all scenarios (SVO 0°) and is capable of distinguishing
exploitable pedestrian behaviours from hazardous ones.

4.3 Conclusions

We presented an approach to solving the pedestrian collision avoidance problem in
a scenario consisting of a vehicle and a single pedestrian using a state-of-the-art
Reinforcement Learning algorithm called Soft-Actor Critic. We demonstrated that
by including Social Value Orientation in the RL reward function design, the trained
vehicle agent naturally displays human-like behaviour, such as yielding and early
stopping. The SVO value affects how much the trained agent is likely to yield to the
pedestrian. By blending individualistic and altruistic components into the reward
function design, our approach ensures that the AV is not merely a self-serving entity
but a responsible and socially aware road participant, making decisions that mimic the
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Figure 4.15: Acceleration profiles for PPO and SAC policies on the same testing
episode with SVO values of 0°-(a), 40°-(b), and 80°-(c).

thoughtfulness and adaptability exhibited by human drivers. This innovative fusion
of technology and ethical considerations is a promising step toward the development
of AVs that seamlessly integrate into our complex and dynamic road environments.

We introduced a novel pedestrian model for computer simulation that joins gap-
acceptance and social-force models that incorporates a situational awareness risk
evaluation to initiate crossing. We demonstrated how the DRL agent is still capable
of handling more complex human models, which is an important prerequisite in order
to handle real pedestrians. We have also conducted a comparative analysis of two
different model-free DRL algorithms (SAC and PPO) designed for continuous actions
spaces applied to our problem.

We have shown how PPO policies lead to smoother actions which are more appeal-
ing from an ergonomics perspective and offer improvements with respect to previous
papers that applied DRL to our problem [12], [169]. This work also highlights how
SVO can be an effective tool to design DRL algorithms in human-machine interaction
applications. A limitation of our current work is that the SVO policies are trained
with discrete SVO values and one would have to switch controllers to alter the ego-
vehicle behaviour. We further intend to investigate whether SVO can be used as
an input parameter for the neural network, rather than being a fixed parameter at
the beginning of each training. This would allow for continuous changes in the car
behaviour and the usage of a single controller architecture.

The main assumption in this work is the presence of a single pedestrian. An
immediate extension of this work will be to tackle the presence of multiple pedestrians
and vehicles, which will be done in Chapter 5 of this Thesis. Further, we are looking
to improve the state-space-representation and utilise more advanced neural network
architectures to validate our model.
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Chapter 5

Game-Theoretic Strategies for AV
Decision-Making in Multi-Agent
Scenarios

Chapter 4 introduces a RL framework for training tactical decision-making agents.
As discussed in Chapter 1, an important advantage of learning based methods is that
they can scale to different driving scenarios. One of the main limitations assumed in
Chapter 4 was the fact that it focused on a single agent problem. In this Chapter, I
extend the SVO formulation introduced in Chapter 4 to multi-agent settings and its
effect on traffic flow and performance metrics is analysed. In order to do so, level-k
game theory (see 2.6) is employed to jointly train a pedestrian and a vehicle agents.
To the best of our knowledge, this is the first time this has been done in the literature.

Indeed one of the main limitations in multi-agent scenarios involving pedestrians
is the lack in the literature of a universal pedestrian model that would describe their
behaviour in multi-lane settings that include numerous vehicles [225]. In this Chapter,
a pedestrian model is trained via reinforcement learning to overcome this issue. It
is important to stress that the focus of this Chapter is not the development of a
universal pedestrian model. Instead the pedestrian model serves as part of an episodic
driving simulator for the development of AV decision-making algorithms based on
DRL. Therefore, further studies will need to focus on the development of realistic
pedestrian models for DRL simulators. Here the pedestrian model is used to train
the ego-vehicle in scenarios with multiple agents surrounding it.

In the previous Chapter, the MDP state space only consisted of vehicle and pedes-
trian coordinates in a vector (st 2 Rn). In this Chapter however, since the number
of surrounding vehicles can dynamically change, a graph is constructed to represent
the environment around the ego-vehicle and processed via a GNN. Ablation studies
on the network architecture are carried out and its performance is evaluated against
other type of NN architectures (MLP and CNN). A neural network architecture that
takes surrounding agents into account as well as ego-trajectory and goal destination
into account is proposed.
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Figure 5.1: Multi-agent framework to train ego-vehicle and pedestrian policy net-
works. The DRL framework is used to obtain policy with different levels, according
to the Level-k game theory. The policies are Graph Neural Networks.

This Chapter is structured as follows. Section 5.1 illustrates the methodology
developed in this study. In Section 5.2 we describe the experiments that were carried
out. Finally, in Section 5.3 we draw some conclusions, highlighting the research
findings, current challenges and future directions.

5.1 Methodology

This Section will describe the methodology developed. The framework, consisting of
DRL, Level-k game theory is elucidated in 5.1. Firstly, we will introduce the multi-
agent setting problem. Secondly, we describe how Graph Neural Networks can be used
to model the environment surrounding the ego-vehicle and we introduce our novel
network architecture. Then we describe how the SVO reward function introduced
in Chapter 4 can be extended to multi-agent scenarios. Finally, we illustrate the
learning procedure that combines DRL and Level-k Game Theory.

5.1.1 Problem Description

The selection of the unsignalized intersection depicted in Figure 5.2 as the focal sce-
nario for this study stems from a deliberate choice, driven by the inherent complexity
it presents when compared to other traffic scenarios typically characterized by the
presence of traffic control devices, such as traffic lights or road signs. This specific
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Figure 5.2: The training and test scenarios that are used to evaluate the GNN agent.
Scenarios a) and b) are used for both training and testing, whereas scenario c) is only
used to test the generalisation of the GNN agent. The pink circle corresponds to the
goal position of the agent. The orange circle represents a pedestrian. The starting
position and goal position of the pedestrian are indicated with a green and red circle
respectively.

intersection scenario encapsulates a dynamic and intricate web of vehicular and pedes-
trian interactions that demand a nuanced and adaptive approach to navigation. The
scenario simulator is developed in Python and is based on the 2D driving simulator
CARLO [27].

In this scenario, both the ego-vehicle and the pedestrian exercise their discretion
in determining the opportune moment to enter the intersection area. It is worth
noting that this aspect elevates the complexity of the scenario, as it introduces a
dynamic element into the decision-making process for both the autonomous vehicle
and the pedestrian. In essence, the chosen scenario serves as a testing ground for the
development and evaluation of autonomous driving systems, as its inherent complex-
ity ensures that the research conducted within its context contributes meaningfully
to the field of autonomous driving. Insights and solutions originating from this study
can be extended beyond the confines of this specific intersection and into the realm
of autonomous navigation in diverse and intricate urban environments.

The scenarios consists of 5 main paths for the vehicles and 4 main paths for
the pedestrian. The blue car represents the ego-vehicle while the red cars follow an
Intelligent Driver Model (IDM). The IDM is a time-continuous car-following model
for the urban traffic simulation [226]. The pedestrian is represented with an orange
circle. The pink circle represents the ego-vehicle goal, whereas the pedestrian starting
and goal positions are represented by a red and green circle respectively (see Figure
5.2c).

Non-ego vehicles can travel along the main road in two opposite directions (two-
lane road). The ego-vehicle has three main tasks to complete: merging Figure 5.2a,
going straight across the intersection b), and performing a left lane turn. The tasks
are hard as they require the vehicle to negotiate with upcoming traffic as well as with
the pedestrian. The pedestrian task consist in moving from their starting position
to their goal position. The pedestrian can spawn on any corner of the intersection
and cross the intersection along each of the four main road but not diagonally. The
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red vehicles corresponding to non-ego vehicle occupy the main road. The number of
vehicles on the road and the initial conditions (position and velocity) of all agents
is chosen randomly at the start of each episode to increase variety in the episodic
samples and introduce an additional challenging factor.

5.1.2 Graph Model of Traffic

As mentioned in Section 1.3 it will be assumed that the detection and scene under-
standing from raw sensor data are carried out by a perception module. As such, the
information regarding surrounding agents positions, velocities, and class (vehicle or
pedestrian) is assumed to be available to the ego-agent.

The interactions among vehicles in the intersection are denoted by an undirected
graph. Supposing that there are N agents in the scene, we define a spatial graph
Gt = (Vt; Et), where Vt = fvnt j8n 2 f1; :::; Ngg. Each vertex represents an individ-

Figure 5.3: A graph structure is built from the traffic scene that includes all agents
within vehicle detection radius.

ual agent in the scene with its associated features. Node feature selection in Graph
Neural Networks (GNNs [227]) refers to the process of choosing a subset of relevant
features for each node in a graph before applying a GNN model. Node features
considered in this study include: agent’s class ci 2 fpedestrian, vehicleg, agent’s po-
sition (xnt ; ynt ), velocity (vnx;t; vny;t), orientation �nt , and distance from the closest agent
dn = argminj21;:::;N jjpn � pjjj, where pi indicates the position of agent i. Et indi-
cates the set of all edges, which represents the mutual interactions between vehicles.
Ablation studies have been conducted to find out which subset of this node features
are most suitable for learning. Each agents i node features are therefore:

xn =
�
ci; xnt ; y

n
t ; v

n
x;t; v

n
y;t; �

n
t ; d

n� (5.1)

Figure 5.3 shows an example of the constructed graph. Blue nodes represent
vehicles whereas orange nodes pedestrians. Only agents within ego-vehicle perception
distance are included in the graph, which we assumed to be 100 m. LiDAR detection
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distances can typically reach 150 m in AVs, therefore 100 m is a distance that covers
most modern LiDAR systems for AVs. Edges are used to capture mutual influences
between nodes. Therefore, an edge between two nodes is created if their relative
distance is less than an influence radius, which is a tunable hyperparameter. We
have empirically found out that influence radii between 30 m and 100 m improve the
quality of the agent’s performance (see Section 5.2.2).

5.1.3 Network Architecture

Figure 5.4: The proposed interaction-aware neural network architecture used for DRL
policy.

The proposed network architecture is shown in Figure 5.4. The network maps
sensory inputs to ego-vehicle actions and is trained via Deep Reinforcement Learning
with the DDQN algorithm. The action space is discrete and consists of three possible
actions: brake, accelerate, and maintain current speed. The sensory input consists
of traffic information (graph input described in Section 5.1.2, route information, and
ego-vehicle current speed.

The graph processing is as follows. First the node features are embedded via an
MLP (MultiLayer Perceptron) layer. Graph convolutional layers process the embed-
ded node features without altering the graph structure of the data. Node features are
then fused together with a single aggregation layer �.
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The route information consists of a set of waypoints describing the path that
the ego-vehicle should follow. In robotics path planning, a waypoint is a specific
intermediate location or point in space that a robot needs to pass through or reach
as part of its overall trajectory or path. Waypoints play a crucial role in guiding the
robot from its starting point to its destination while avoiding obstacles and optimizing
its movement. The route information is processed by a Conv1d Layer and by an MLP
layer.

Route information and the traffic graph are firstly processed and then joined
together by concatenation (feature fusion). The ego-vehicle speed is also included in
this feature fusion vector. The joint feature vector is processed by two linear layers
which output the actions Q(s; a) scores.

5.1.4 Reward Function for Social Interactions

As previously described in Chapter 4, the designed reward function will be split into
two main terms:

r(st; at) = cos’ � rself (st; at) + sin’ � rothers(st; at) (5.2)

where rself is the selfish reward term, whereas rothers is used to model the utility that
the agent attributes to surrounding agents. Note that since the pedestrian model is
also being trained in this study, the same reward structure is valid for both pedestrian
and vehicle agents.

The first term rself in the reward function is also a combination of multiple terms:

rself (st; at) = rc + rg + �vrv + rt (5.3)

where rc is a penalty in case of collision, rg is the reward for reaching the goal, rv is
a speed reward that encourages the AV to complete the task as quickly as possible,
rt is a timeout penalty, finally �v is a weight factor for the velocity term. Since the
pedestrian and the ego-vehicle will have very different speeds we keep the same reward
structure for rv but use different weights �v. The timeout penalty is added in the
multi-agent scenario to prevent the vehicle from standing still to collect reward by
letting other agents pass, which would not occur in the two agent scenarios since once
the pedestrian finished crossing there were no more agents to collect reward from.
More details on the reward parameters are given in Section 5.2.3.

The second term of Equation 5.2 is used to capture other agent’s intentions and
comfort in the decision-making process. We extend the previous social-reward term
in Chapter 4 to include multiple agents. If there are N agents in the scene (excluding
the ego-agent) and indicate the social reward for agent i as ri, the proposed social
reward functions assumes the form:

rothers =
NX

i=1

1

di
ri (5.4)

76



Chapter 5. Game-Theoretic Strategies for AV Decision-Making in Multi-Agent
Scenarios 5.1. Methodology

di is the distance of agent i from the ego-agent. Only agents belonging to the ob-
servation graph G are considered for this weighted sum. The weighting factor 1=di
is added to the sum so that agents that are far away from the vehicle are taken into
less account in the decision-making process. This is done to reflect the fact that the
ego-agent has less agency on agents that are further away from it.

The assumption is that ri will be the same as the ego-agent’s selfish reward func-
tion. Similarly to the ego-agent, other agents will also try to avoid collisions and
travel at their desired speed. However, since the desired speed of other agents and
their goal are unknown to the ego-vehicle, the term ri is simplified to have two main
terms: a collision penalty rc and a speed reward term proportional to the agent’s
speed rv

ri = rc + rv (5.5)

.

5.1.5 Decision-Making based on Game Theory and DRL

Level-k game theory [171], or cognitive hierarchy theory, models how people make
decisions in strategic situations. It starts with level-0 thinkers who act without con-
sidering others, followed by level-1 thinkers who assume opponents are level-0. This
pattern continues to higher levels, often up to level-3 in human experiments. This
approach approximates Nash Equilibrium and explains deviations when rationality
varies. It offers insights into real-world decision-making beyond strict Nash equilib-
rium assumptions.

To create agents with different decision-making abilities, the DDQN algorithm is
used in the simulator. In this setup, the ego-agent acts as a level-k learner, while other
agents follow trained level-(k-1) policies or a predefined level-0 behaviour. We start
with a predefined level-0 policy as the foundation, and then derive other hither-level
policies using DDQN method. For instance, to get a level-1 policy, a traffic scenario
where all driver except the ego-agent operate at level-0. The ego-agent learns to
respond optimally to this level-0 policy.

Once the training is done, the ego-agent becomes a level-1 agent. The process is
repeated to obtain level-2 policies (i.e. the other agents in the scene are initialised
to level-1 or level-0 policies and the ego-agent is trained). Surrounding agents choose
policies from trained models following a uniform distribution. The framework in
Figure 5.1 illustrates this procedure.

The hierarchical learning process outlined earlier reduces computational expenses.
At each learning stage, agents other than the ego agent employ pre-trained policies,
essentially becoming part of the environment. This allows for the creation of traffic
scenarios where agents at varying skill levels are all making strategic decisions simul-
taneously. This stands in stark contrast to traditional decision-making approaches
in congested traffic, where one driver assumes the role of a strategic decision-maker,
while others simply follow predefined policies that adhere to specific motion rules.
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The training algorithm with Level-k Game Theory is highlighted in Algorithm
2. We combine Level-k game theory with Social Value Orientation to study how
the latter affects the interactions between the pedestrians and the ego-vehicle, as
well as the overall ego-vehicle capability of completing the task. It is to note that
when training a Level-k policy, all other agents follow a level-(k-1) policy and the
SVO associated to this level-(k-1) policy is sampled uniformly from a population
of agents with different SVO values. This ensures that the ego-vehicle learns an
optimal policy with respect to all possible pedestrian combinations. For example,
when training a level-2 ego-vehicle with a specific SVO value, the training procedure
is the following. During training, at the start of each episode, the pedestrian policy is
sampled randomly amongst all level-1 pedestrian policies, consisting of level-1 policies
with various SVO values. At the end of the training process, an ego-vehicle policy
is obtained for a specific SVO value. The process is repeated to obtain ego-vehicle
level-2 policies for all SVO values.

Algorithm 2 Obtaining the Level-k Policy for ego-vehicle or pedestrian

Require: Set of SVO values S, Level-(k � 1) policies for the opponent (pedestrian
or ego-vehicle respectively): �’k�1 with ’ 2 S

output Policy �’k for the agent with ’ 2 S . Ego-agent SVO ’ is fixed throughout
the training procedure
Initialise primary network Q�, target network Q�0, replay buffer D, social reward
function R’(s; a), � � 1;
for episode = 1; :::;M do

Select random SVO for other agents ’0 � S
for t = 1; :::; T do . T is the termination step

Sampling Steps
with probability ", select a random action at, otherwise select at =
argmaxa2AQ�(st; a)
Execute action at for ego-agent and action a0t � �’

0

k�1
Observe reward r’t and new state st+1
Store transition (st; at; r’t ; st+1)
Update Steps
Sample random minibatch B of transitions (sj; aj; r’j ; sj+1) 2 D
for j 2 B do

Set Q�(sj; aj) = r’j + Q�(sj+1; argmaxaQ�0(j + 1; a0)
Perform a gradient descent step on 1

jBj

P
j2B (Q

�(sj; aj)�Q�(sj; aj))2

Update target network parameters:
�0  (1� �)�0 + ��

The policy is determined from the primary network:
�’(s) = argmaxaQ�(s; a)
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5.2 Experimental Results

We developed a 2D driving simulator that was used to train and test our DRL agents.
The simulator is based on CARLO [27], a 2D lightweight driving simulator, and is
developed with Python. Pytorch and Pytorch Geometric were used to implement
the DRL algorithm with Graph Neural Networks, since at the time of development
no Python DRL packages allow the use of graphs as input for DRL policies.I used
a machine with Intel(R) Core(TM) i7-11700 @ 2.50 GHz and an NVIDIA GeForce
RTX 3060 Ti GPU for training and testing our methodology.

5.2.1 Experiments description

We divide the experiments in two major groups. The first group of experiments are
aimed at determining the network architecture and the subset of node features to be
used to achieve the best Graph Neural Network performance, as well as the training
hyperparameters that best suits the GNN needs.

For this first group of experiments, the task for the ego-vehicle is the same, how-
ever the pedestrian is not present in this task. The reason behind this choice is
twofold: firstly, the ego-vehicle must be able to complete the task in the absence
of the pedestrian, as real world scenarios can consist of vehicles only; secondly, as
previously mentioned, the pedestrian is an additional agent that needs to be trained.
Therefore its presence is an additional variable in the experiments evaluation and we
are only interested in comparing the network architecture with respect to baselines
and conduct ablation studies on the network. In this first group of experiemnts, we
conduct ablation studies on the network parameters and compare its performances
against other neural network architectures. The network is compared against an MLP
and a CNN. In this experiment, the task are the same as described in Section 5.1.1
without the pedestrian involved. Therefore, the ego-vehicle’s task is to merge into
traffic as in Figure 5.2a and b during training and scenario c at testing. Ablation
studies are also conducted on the input features, i.e. graph, route, and ego-vehicle
speed features, as well as on the node graph features (see Eq. 5.1.

The second group of experiments aim at studying the effects of SVO (Section
5.1.4) on the interactions between the ego-vehicle and the pedestrian. We use the
network architecture that was developed in the first group of experiments to train
both the pedestrian and the vehicle with the Level-k game theory framework [171].
We show qualitative trajectories obtain with the method and the effects of SVO on
the ego-vehicle performance. The ego-vehicle performances are evaluated in scenarios
where the pedestrian policies are extracted from a population of pedestrians with
different SVO values. The training procedure is shown in algorithm 2.

The metrics used to compare results from different neural network architectures
are the collision rates, the number of completed episodes and the number of timed-
out episodes. For the neural network architectures, we compare our GNN based
model against an MLP and a CNN policy. The performances are evaluated on a
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suite of 1000 episodes. Each episode has randomly allocated initial conditions, but
the same test suite is used to assess different neural networks. In this way, the
networks can be evaluated on different initial conditions to test their generalisation
performances. At the same time, the same test suite ensures that their performances
are comparable across different network architectures. The outcome of each episode
can either be collision, success, or timeout. The outcome is collision if the ego-vehicle
collides with surrounding traffic. In this case, an episode instantly terminates and
is counted as a failure. The timeout indicates that the ego-vehicle did not move
within an allocated timeout windows, which we set to be 40s for this task. If the
ego-vehicle manages to reach its goal within the predetermined time-window and no
collision occurs, the episode is counted as completed. The metrics are evaluated
on both the training and test scenarios. The test scenarios are used as means to
evaluate the network generalisation performance to unseen conditions. It is to note
that more scenarios need to be introduced in the training and test sets to make the
network policy capable of generalising to a bigger variety of driving conditions, such
as roundabouts or crossroads with different topology from the one considered in this
study.

5.2.2 Experiment 1

Comparison with Baselines

We compare our model architecture (see Fig. 5.4) with a Multilayer Perceptron and
with a Convolutional Neural Network. Since the MLP has a fixed input size, we
consider the input vector to consist of the features of the four agents closest to the
ego-vehicle. The features for this comparative analysis consists of the four closest
surrounding agents’ positions and velocities stacked in a vector:

xMLP =
�
p1
x; p

1
y; v

1
x; v

1
y; :::; p

4
x; p

4
y; v

4
x; v

4
y
�

The CNN input consists of an image obtained from the simulator itself. The raw
frames are preprocessed by first converting their RGB values to gray-scale and then by
down-sampling the image to a size of 84x84 pixels, similarly to [16]. Since a raw image
does not contain velocity information regarding surrounding agents, four successive
frames are stacked with each other to create an 84x84x4 input representation. The
CNN architecture used in [16] is then used to train the agent. The GNN input is
described in Section 5.1.2 and constists of a graph representation of the traffic. In
order to have comparability between the GNN and the MLP, the node features used
consists of agents positions and velocities. We performed hyperparameter tuning on
all models with manual search. In all cases, we report the strongest performance that
we could obtain. All experiments are performed with the same random seed.

In Table 5.1, we present a comparison of the performance achieved by different
network architectures in the simplified task scenario that does not involve pedestrians.
It becomes evident that the Graph Neural Network (GNN) consistently outperforms
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Comparison with other Network Architectures
Training Scenarios Testing Scenario

Agent Coll. Compl. T.out Coll. Compl. T.out
MLP 15 82 3 23 74 3
CNN 17 78 5 25 67 8
GNN (Ours) 8 92 0 13 85 2

Table 5.1: Comparison with other network architectures (baselines), measuring the
percentage of completed episodes, collisions, and timeouts.

the other two architectures, namely the Multi-Layer Perceptron (MLP) and Con-
volutional Neural Network (CNN), across various performance metrics. First and
foremost, the GNN stands out in terms of the number of completed episodes, show-
casing its superior ability to navigate and accomplish the given task successfully.
This accomplishment implies that the GNN-based agents are better at learning and
adapting to the environment, effectively completing more episodes within the same
time frame compared to the MLP and CNN-based agents. This improved completion
rate can be attributed to the GNN’s inherent capability to capture complex relational
information and dependencies among agents or entities within the environment.

Additionally, the GNN exhibits a notable advantage in reducing the number of
collision episodes, which is a crucial metric in many multi-agent scenarios. Fewer
collisions imply a safer and more efficient performance, highlighting the GNN’s su-
perior ability to model and anticipate interactions among agents or objects within
the environment. This advantage can be explained by the GNN’s capacity to effec-
tively model spatial dependencies in a dynamic environment, which allows it to make
better-informed decisions and avoid collisions more successfully.

Ablation Studies

Ablation studies have been conducted to investigate the effects of the node features
(Eq. 5.1) and the addition of the route information and ego-agent speed information
to the MDP state. In this Section we present out ablation studies to demonstrate
the advantages of considering a) vehicle route information, b) vehicle speed. The
experiments consist of a simplified intersection where no pedestrians are present.

The outcomes of our ablation studies, which scrutinize the influence of different
input features on the policy network, are documented in Table 5.2. We systemati-
cally explore various combinations of input features, encompassing graph-based rep-
resentations, route information, and ego-agent speed data. Importantly, we exclude
combinations where the graph input is omitted, as they lack critical traffic-related
information and are thus not relevant to our analysis.

The first row of Table 5.2 corresponds to a policy network leveraging only the
spatial features of the graph as inputs. When a new input feature is added, the
neural network architecture is modified so as to include an additional module that
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Ablation Study on Network Inputs
Training Scenarios Testing Scenario

Agent Coll. Compl. T.out Coll. Compl. T.out
GNN 20 80 0 25 75 0
GNN Route 13 87 0 16 84 0
GNN Speed 16 79 5 24 76 0
GNN Route + Speed 8 92 0 13 85 2

Table 5.2: Ablation studies on network inputs.

Node Features
Training Scenarios Testing Scenario

Node features subset Coll. Compl. T.out Coll. Compl. T.out
xnt ; ynt 19 74 7 21 70 9
xnt ; ynt ; vnx;t; vny;t 11 84 5 13 79 8
xnt ; ynt ; �nt ; jvjnt 14 81 5 16 77 7
cn; xnt ; ynt ; vnx;t; vny;t 12 84 4 12 82 6
xnt ; ynt ; vnx;t; vny;t; dn 8 92 0 13 85 2

Table 5.3: Ablation study on the node features of the graph.

processes the newly added information. The output from this module is seamlessly
integrated into the feature fusion module, as depicted in Fig. 5.4.

As evident from the table, the introduction of both route information and ego-
agent speed data leads to improvements in network performance. Of particular signif-
icance is the impact of route information, which results in substantial enhancements
in both collision avoidance and task completion rates. Route information plays a
pivotal role by providing insights into potential interactions with surrounding agents,
thereby aiding the ego-vehicle in making more informed decisions.

Conversely, the inclusion of ego-agent speed information demonstrates a trade-
off effect. While it effectively reduces collision rates, it may lead to an increase in
timeout scenarios. This suggests that the knowledge of ego-vehicle speed is crucial in
determining when to halt to avert collisions, but it can also result in more conservative
decision-making, potentially leading to timeouts.

Ultimately, the most remarkable performance is achieved when all three input
types described in Section 5.1.2 are considered simultaneously : graph spatial fea-
tures, route information, and ego-agent speed. Remarkably, the performance on test
scenarios only marginally declines, with a mere 5% reduction in both collision rates
and task completion rates. This indicates that the network possesses the capacity to
grasp the intricacies of intersection dynamics and generalize its learnings effectively
to unseen tasks. Ablation studies on the node features used as input for the Graph
Processing module have also been performed and the results are highlighted in Table
5.3.

82



Chapter 5. Game-Theoretic Strategies for AV Decision-Making in Multi-Agent
Scenarios 5.2. Experimental Results

We explore different feature combinations in this ablation study from the feature
set in Eq. 5.1. We always include the agent position amongst the set of features
as it is a crucial feature for this task. Adding velocity information in the form of
linear velocity components [vnx;t; vny;t] or orientation and absolute velocity[�nt ; jvjnt ] leads
to improvements in the network performance compared to the position-only case.
The performance of the set fxnt ; ynt ; vnx;t; vny;tg is slightly better than fxnt ; ynt ; �nt ; jvjnt g,
therefore additional features are added to former set. The addition of the minimum
distance from the closest vehicle seems to have the major improvement in network
performance. We argue that this is because the minimum distance plays an important
role in deciding when the vehicle should stop to avoid a collision.

5.2.3 Experiment 2: SVO Effect on Mutual Interaction

Description

In this Section we explore the benefits of adding Social Value Orientation in the
ego-agent’s reward function. The scenario of this experiment is the following: The
ego-vehicle will have to merge and overcome the intersection described in tasks a b
and c of Figure 5.2. We also consider the presence of a pedestrian in the scene. We
train both pedestrian and vehicle with game theory. The Level-0 pedestrian policy
consists of a rule-based system: if the Time To Collision (TTC) of vehicles along the
main road is more than 4 s from both sides, then the pedestrian will initiate crossing.
We use the procedure described in Section 5.1.5 and Algorithm 2, to train Pedestrians
of Level 1 and 2, and ego-vehicle policies Level 1 and 2, with SVO values in the set
f0; 10; 20; 30; 40; 50; 60; 70; 80g. We do not consider purely altruistic agents (i.e. SVO
90) as they are not relevant to the Autonomous Driving task, as all agents at an
intersection have at least the goal of reaching their destination.

The ego-vehicle performances are evaluated on the training and testing scenarios.
The pedestrian policy at evaluation time is chosen randomly at the beginning of each
episode.

Setting of Algorithm Parameters and Reward Function

Table 5.4 shows the parameter settings of the DDQN algorithm. To speed up the
training process, the � value for the �-greedy policy is set to 0.9 for learning Level-1
policies and then set to 0.5 for Level-2 policies as in [171]. The same holds true
for the number of training steps Ntraining and the replay memory buffer’s size. The
parameters of the �-greedy action selection decreases from its initial value �0 linearly
according to the training steps up to a minimum of �min. Let t indicate the current
training step and �decay the training step at which the current learning rate � reaches
its minimum value, then � can be computed according to the following expression:

� = max

�
�0
�
1:0�

t
�decay

�
; �min

�
(5.6)
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Hyperparameters Settings
Parameter Value
Learning rate 1e-5
Starting (ending) value of � greedy policy 0.9/0.5 (0.05)
Training Steps (Ntraining) 400000/200000
Replay Memory Size 200000/100000
Number of actions 3
Mini-batch size 512
Discount Factor 0.99
�decay Ntraining=2
Number of steps to update the target network 1000

Table 5.4: Parameters for multi-agent training

Reward Function Parameters
SELFISH
Goal reached rg 0.5
Collision rc -2.0
Timeout rt -1.0
Velocity �v 0.05
PRO-SOCIAL
Velocity �pv 1.0

Table 5.5: Reward Function hyperparamters.

The reward function parameters are shown in Table 5.5. These parameters have
already been discussed in Section 5.1.4. Here we will discuss them in greater detail.
We report the reward function expression for clarity:

r(st; at) = cos(’)rself (st; at) + sin(’)rothers(st; at) (5.7)

with rself (st; at):
rself (st; at) = rc + rt + rg + �vrv (5.8)

If the ego-agent successfully reaches the destination, it receives a reward of 0.5
points. In the event of a collision, the ego-agent incurs a negative penalty of -2.0
points. Failure to move before the timeout window expires (set at 40 s) results in
a negative penalty of -1.0 points. The parameter �v governs the weighting of the
speed reward term rv, which is calculated as follows, based on the ego-agent’s current
velocity v and the agent’s maximum velocity vmax:

rv =

8
><

>:

1:25 � v=vmax if v < 0:8 � vmax

1:0 if v � 0:8 � vmax and v < vmax

6:0� 5:0 � v=vmax if v � vmax

(5.9)
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SVO Coll. Compl. T.out Av. Ep. Len.
0° 15/21 85/72 0/2 9.1 s
10° 20/22 79/75 1/3 5.7 s
20° 9/14 88/77 3/9 12.2 s
30° 11/16 88/79 1/5 13.7 s
40° 9/14 91/83 0/3 12.6 s
50° 9/12 91/86 0/2 15.3 s
60° 10/15 84/76 6/9 18.1 s
70° 13/17 79/72 8/11 20.0 s
80° 12/18 62/54 26/28 30.03 s

Table 5.6: Performance metrics for the ego-vehicle L2 policies against pedestrian
policies. The first number in each entry of the table refers to the performance on
the training scenarios, whereas the second number on the testing scenario. The last
column reports the average episode length.

The value of vmax is set to match the road speed limit for the ego-vehicle and to
2.0 m/s for the pedestrian, approximately 1.5 times the average pedestrian crossing
speed [228]. The rationale behind Equation 5.9 is as follows: when the current speed
v is significantly below the maximum speed, the reward encourages the ego-agent
to accelerate. If the ego-agent’s speed is close to vmax but still below it, the ego-
agent receives the maximum reward of 1.0 point (weighted by �v). Finally, if the
ego-agent’s speed exceeds vmax, the speed reward term begins to decrease until it
becomes negative for speeds exceeding 1.2 times vmax.

The altruistic reward term was introduced in Equation 5.4. The �other
v is indicated

in Table 5.5. Since surrounding agents reward function is weighted by the distance
from the ego-agent, �other

v is set to be equal to 1.0. In this way, the surrounding
agent’s reward function assumes values that are comparable with other reward terms
(i.e. if it was set to 0.05 as �v, the speed reward term for other agents would be
negligible).

Simulation Results

We trained a total of 9 ego-agent policies for both the vehicle and the pedestrian for
Level-1 and Level-2 agents. Here we analyse the effects of modelling a social term in
the ego-vehicle’s reward function.

The results are summarised in Table 5.6. The two values indicated in the table
entries refer to the performances in the training scenarios (a,b) and testing scenario (c)
respectively. Interestingly, the best performance according to the metrics is obtained
for SVO value of 50°. Excellent performance is also obtained with SVO value of 40°.
The number of completed episodes is higher for these two SVO values compared to
completely selfish agents (SVO 0°) or altruistic agents (80°). Lower SVO values lead
to an increase in collision rates, with the highest number of collisions occurring at an
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Figure 5.5: Performance metrics (collision, completed, and timeout) based on SVO
value.

SVO value of 10°. This indicates that the addition of SVO can potentially lead to
better ego-vehicle performance. On the other hand, excessive SVO values, e.g. 80°
lead to a drastic increase in timeout rates. This is because the best policy for the
ego-agent is to stand still and wait other vehicles to pass by. However, this is not an
acceptable behaviour as the ego-vehicle might actually impede traffic flow, especially
in scenario c (see Figure 5.2). The last column of the table indicates the average
episode length.

The performance metrics trend is highlighted in Figure 5.5. As discussed in the
preceding paragraph, it becomes evident that the timeout rate exhibits an upward
trend with an increase in Social Value Orientation (SVO). This is primarily because
ego-vehicles with higher SVO values tend to exhibit less haste in completing their
tasks, resulting in a higher likelihood of timing out. Interestingly, the decline in
the number of completed episodes for the ego-vehicle as SVO increases is closely
associated with the rise in timeout occurrences rather than collision rates. Collision
rates remain relatively stable throughout, with a noticeable decrease occurring only
when SVO surpasses 20°. These results are in line with the results obtained in Chapter
4 for the single-agent case.

It is noteworthy that despite the heightened complexity of the task compared to
Experiment 1, the ego-vehicle still manages to maintain a comparable rate of com-
pleted episodes. This indicates that the ego-vehicle’s adaptability and performance
are robust, even in more demanding scenarios.
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(a) (b)

Figure 5.6: a) Box and Whisker plot for average episode length. b) Average episode
length with standard deviation error.

The average episode length is also correlated with the SVO value, as shown in
Figure 5.6a and 5.6b. This correlation shows how an individual’s SVO influences the
behavior of the ego-vehicle in the multi-agent environment.

Specifically, the average episode length exhibits an upward trend with increasing
SVO values. This pattern can be attributed to the fact that, as an ego-vehicle’s
SVO becomes more oriented towards cooperation and yielding, it tends to engage in
behaviors that prioritize social harmony over swift task completion. Consequently,
episodes take longer to conclude, reflecting the ego-vehicle’s propensity to yield the
right of way to other agents in the environment.

The spread in episodes duration shown in Fig. 5.6a also increases with SVO values.
This dispersion is primarily a consequence of the inherent variability in the number
of vehicles present in the intersection during different simulation runs. In scenarios
where the intersection is devoid of other vehicles, the ego-vehicle can swiftly com-
plete its episode, regardless of its SVO value, resulting in shorter episode durations.
Conversely, when the intersection is crowded with other agents, the ego-vehicle’s co-
operative tendencies are more likely to manifest, leading to longer episode durations.
This phenomenon contributes to the observed variability in episode lengths and is a
testament to the dynamic nature of the multi-agent environment. Since the vehicle
is less likely to yield and will try to complete its task swiftly for low SVO values, this
phenomenon is less likely to occur, resulting in a lower variance for small SVO values.

Importantly, these findings are in alignment with the results obtained in Chapter
4, suggesting a degree of consistency and robustness in the impact of SVO on the
ego-vehicle’s decision-making across various experimental setups and scenarios.

In summary, the correlation between SVO values and average episode length pro-
vides valuable insights into how an ego-vehicle’s social disposition affects its behavior
in multi-agent environments, highlighting the intricate interplay between coopera-
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(a) Number of Vehicles crossing the intersec-
tion before the ego-vehicle in each episode.

(b) Number of vehicles that cross the inter-
section per second.

Figure 5.7: Effect of Social Value Orientation on traffic flow at the analysed intersec-
tion.

tion, episode duration, and the presence of other agents. These findings underscore
the nuanced challenges of developing interaction-aware decision-making strategies for
autonomous vehicles.

Effect on Traffic Flow

The impact of the introduction of Social Value Orientation in the reward function
is shown in Figure 5.7. In Figure5.7a, we can observe how the average number of
vehicles crossing the intersection is influenced by the ego-vehicle’s behavior. The al-
truistic policy, which prioritizes allowing other vehicles to cross before itself, naturally
leads to a situation where an increasing number of vehicles can smoothly navigate
the intersection. This behavior aligns with the principles of social cooperation and
contributes to a more harmonious and efficient traffic environment.

Figure 5.7b specifically focuses on the average number of vehicles crossing the
intersection per second, excluding the ego-vehicle from the calculation. Here, the
introduction of the social reward term into the reward function is shown to have
a positive impact, with an increased rate of roughly 30% in our simulations. The
increased intersection crossing rate demonstrates that an altruistic policy not only
enhances safety by reducing collision rates but also has the potential to bring about
significant advantages in terms of traffic flow dynamics. This insight suggests that
promoting altruism among autonomous vehicles can lead to smoother and more effi-
cient traffic patterns, ultimately benefiting both the individual vehicle and the overall
transportation system.
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5.3 Conclusions

In this Chapter, we have developed a framework that allows to extend Social Value
Orientation to multi-agent settings. We have analysed the advantages of using GNN
as policy network in DRL and demonstrated its superior performances compared to
other common Neural Network architecture on this Autonomous Driving task.

The GNN’s superior performance can be attributed to its unique architecture,
which leverages graph-based representations to capture complex relationships and
dependencies among entities in the environment. Unlike the MLP and CNN, which
may struggle to model such intricate interactions, the GNN excels in handling sce-
narios involving multiple agents and their intricate interplays. It achieves this by
considering the environment as a graph, where nodes represent agents or entities,
and edges represent the relationships between them. This graph-based approach en-
ables the GNN to efficiently propagate information and make informed decisions by
considering the context of neighboring entities. In summary, the GNN outperforms
the MLP and CNN networks in this simplified multi-agent task due to its inherent
ability to capture complex relational information, model interactions among agents,
and make better-informed decisions. This demonstrates the strength of graph-based
neural networks in scenarios where understanding and leveraging relationships among
entities in the environment are critical for achieving superior performance.

Ablation studies have been conducted to find optimal features to solve the task.
Our ablation studies on input features underscore the critical role played by route
information and ego-agent speed data in enhancing the performance of our model
within a simplified intersection environment. These findings shed light on the im-
portance of considering contextual information when modeling multi-agent systems,
ultimately contributing to more informed and effective decision-making in complex
traffic scenarios.

We have introduced a novel multi-agent social reward function, which enables
us to consider the impact of Social Value Orientation (SVO) on the behavior of
multiple agents within the traffic environment. The results obtained from our study
demonstrate that the incorporation of SVO into the reward function of the ego-
vehicle yields promising advantages for enhancing the overall traffic conditions and
interactions.

In this work, we mainly focused on a quantitative analysis of the impact of SVO on
traffic. Future work is essential, for example, to validate the human-likeness of the AV
policy . Chapter 6 will primarily concentrate on the development of Virtual Reality
validation systems designed for testing Autonomous Vehicle (AV) algorithms. Our
next step is to build up a Virtual Reality data capturing environment and perform a
subjective human factor analysis with a human-in-the-loop to evaluate the policy.

Another critical concern pertains to the collision rates achieved by the DRL agent.
Given that it did not consistently reach zero across all episodes and Social Value
Orientation (SVO) values, it is imperative to integrate an additional safety layer.
This additional layer will ensure the safety of other road users. While the DRL
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policy can still serve as a valuable guideline for guiding AV decision-making, the
incorporation of a safety layer is imperative.

Lastly, to ensure the robustness of the policy in various conditions, it is necessary
to include a broader range of road layouts and scenarios in the study. This expansion
will help guarantee that the policy functions effectively under diverse circumstances.
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Chapter 6

Virtual Reality for AVs

6.1 Overview

Pedestrian safety has always been a major concern on the roads. With the rise of
autonomous vehicles (AVs), it becomes even more crucial to understand pedestrian
behavior to ensure their safety. As stated in [229], pedestrians are at a high risk
of accidents, accounting for over 22% of all road traffic fatalities in the European
Union in 2013. Moreover, the behavior of pedestrians on the road is highly variable,
depending on several factors such as their age, gender, culture, and even mood. For
instance, children may be more prone to distraction while elderly individuals may
walk more slowly and need more time to cross the road. Therefore, investigating
pedestrian behavior and identifying patterns can help AVs adapt to different scenarios
and minimize the risk of accidents. By analyzing pedestrian behavior, we can develop
better technology that can prevent accidents and protect the most vulnerable road
users. According to research in [35], the kinematics and signaling information of
autonomous vehicles (AVs) play a crucial role in influencing pedestrian behavior,
particularly since there is no driver involved. Therefore, it is important to identify
the specific motion cues or signals that have the most significant impact on pedestrian
behavior, as this holds significant research value.

Previous research has generally agreed that the distance or time to collision (TTC)
between vehicles and pedestrians is the primary kinematic cue that influences pedes-
trian behavior [104] However, a recent study has shown that pedestrians use multiple
sources of information from vehicle kinematics instead of relying solely on one cue.
The impact of speed, distance, and TTC on pedestrian behavior is mutually coupled
[58]. Moreover, in pedestrian-vehicle interactions, evidence suggests that the driving
maneuver of the driver, such as deceleration, plays a critical role in affecting pedes-
trian behavior. Vehicle movements are also linked to pedestrian trust in vehicles,
emotions, and influence [15].

Chapters 4 and 5 have introduced decision-making algorithms for AVs but have
mainly focused on DRL studies in simulation scenarios. In order to bridge the gap
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between simulation and reality multiple approaches are possible. AV technology is
extremely costly and performing real world experiments on the road can be difficult,
especially when VRUs are involved. Acquiring data to study pedestrian movement
can be both difficult and costly. Although near-collision events are crucial to develop-
ing accurate pedestrian models, analyzing them in the real world can be dangerous.
Fortunately, recent advancements in Virtual Reality (VR) technology have enabled
the creation of virtual environments that provide a safe and cost-effective means of
collecting data for Autonomous Driving (AD) studies [230].

In this work, we intend to develop a VR road simulator to study pedestrian be-
havior and decision-making. To study the reciprocal interactions between driver and
pedestrian, the pedestrian will wear a VR headset that immerses them in a virtual
environment. A human driver will sit in front of a screen and use a steering wheel
and pedals to control the car. While this study focuses on the interactions between
a single human driver and pedestrian, the system is designed so that it can easily
be extended to more cluttered environments with multiple vehicles and pedestrians.
The system is then validated with a data collection experiment and perform a deep
learning based analysis of pedestrian motion. Although this study will mainly focus
on data driven pedestrian models, the VR simulator developed here can serve as a
testing ground for future AV algorithm or behavioural models testing.

6.2 Design Choices

(a) Logitech G920 Steering
Wheel and Pedals.

(b) Perception Neuron Mo-
tion Capture System. (c) HTC Vive Pro 2.

Virtual Reality has several advantages compared to real world tests in AD. Virtual
Reality allows for a safe and cost effective study and data collection of interactions. A
systematic review from [231] shows that the number of Augmented Reality and Virtual
Reality papers with applications in AD has been increasing in the most recent years
with an increasing interest in Vulnearable Road Users (VRUs), such as pedestrians or
cyclists. VR has several advantages over field data collection for AD research. First
of all, safety is ensured thanks to the fact that traffic participants interact within
a virtual environments. Collision and near collision scenarios no longer constitute
a problem for VRUs. The environment is entirely controllable, which can be useful
for studying specific scenarios or testing different hypotheses. Besides, VR is a more
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cost-effective way to collect data because it does not require the use of real vehicles
and expensive sensors.

The discrepancy between Reality and Virtual Reality has been studied in [232].
In their work they showed that no statistical significant differences are present be-
tween the virtual and the real environments in pedestrians’ intention to cross. The
same also holds true for the perceived risk and safety of crossing and perceived dis-
tance between pedestrians and vehicles, and perceived vehicle speed. There were,
however, statistically significant differences between the estimation of the speed of
the approaching vehicle in the virtual and real environments. Pedestrians had higher
estimations of speed in both the virtual environments than the real environments.
The difference is perceived speed is also highlighted in [233].

An alternative to Virtual Reality Displays is HoloLens, which is a mixed reality
headset that allows users to see digital content overlaid on the real world. It was first
released in 2016 and is one of the most advanced HMDs on the market. HoloLens has
been employed to by [234] to develop a pedestrian simulator AR-PED that allows the
users total freedom of movement without any physical boundary restrictions. How-
ever, Hololens is a more expensive solution compared to VR displays, such as HTC
Vive. For this reason, and because it also provides a more 3D immersive experience,
it was decided to use HTC Vive Pro 2 headset over the Hololens.

This work only focuses on a pedestrian user interacting with an AI driven vehicle.
In this work, we develop a pedestrian simulator using Unreal Engine 4.26 based on
HTC Vive Head Mounted Display. The simulator allows two simultaneous users:
a human driven vehicle and a pedestrian. The simulator can be used to carry out
research on pedestrian-driver interactions, as well as for testing Autonomous Driving
algorithms with humans in the loop in a safe manner.

We then used state-of-the-art deep learning techniques to estimate the joint tra-
jectory of both the pedestrian and the car. Deep learning is becoming more and
more common in predicting pedestrian trajectories because of its impressive abil-
ity to represent data. In particular, the Social-LSTM [127] uses Recurrent Neural
Networks (RNNs) to model the trajectory of each pedestrian in combination with a
social-pooling operation to consider surrouding agents. Another approach in model-
ing human-human interaction for pedestrian trajectory prediction is to use graphs,
as they can better capture the structure of the scene. Social-BiGAT [235] uses a
combination of LSTM to model the trajectory of each pedestrian and Graph Atten-
tion Network (GAT) to model their interactions. In this work, it was decided to use
STGCNN network, in order to be able to include multiple agents in the future, we
used Social-STGCNN [236], which represents trajectories as a spatio-temporal graph.

The contributions of this Chapter are the following:

� the development of a traffic simulator, with a wireless HMD device (HTC Vive)
that allows the users freedom of movement in combination with a motion cap-
ture system;

� a framework where pedestrians and user controlled vehicles can coexist with
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each other, as well as with Autonomous Vehicles. This framework can be used
in the future to aid Autonomous Driving research for validation and testing;

� the analysis of the pedestrian and driver motion with Deep Learning Techniques.

(a) Pedestrian. (b) Driver system.

Figure 6.2: Overview of hardware components.

6.3 Methodology

This study introduces a new simulation framework that allows users to control pedes-
trians and vehicles in a virtual environment. The framework is powered by the latest
advances in computer hardware, software, and networking. The following sections
will detail the system design and key components of the system. we also conducted a
data collection experiment where we invited participants to evaluate the system and
collected their trajectory data. VR allows developers to create realistic simulations
of pedestrians in a variety of environments. This allows them to test autonomous
vehicles in a safe and controlled environment, and to collect data on how pedestrians
interact with autonomous vehicles. This data can then be used to improve the safety
and performance of autonomous vehicles. The trajectory data will be analysed with
deep learning techniques to develop a trajectory prediction model, which can aid the
development of pedestrian simulators as well.

6.3.1 Design of the Virtual Environment

Developing a virtual reality environment requires to combine together a lot of different
pieces of hardware and software. In this subsection, we will go through the system
components and design. The current system allows a pedestrian and a user controlled
vehicle access to the virtual environment at the same time.
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Figure 6.3: Overview of the VR Environment.

Hardware Components

The pedestrian hardware components consist of a Perception Neuron Motion Capture
Suit (Fig. 6.1b) and an HTC Vive Pro 2 Virtual Reality headset (see Fig. 6.1c).
The Perception Neuron Motion Capture Suit is a wearable system that tracks the
position and orientation of the body’s major joints. It obtains a pedestrian posture
representation which is transferred to the virtual environment to create a realistic
digital representation of the virtual pedestrian (pedestrian avatar). The HTC Vive
Pro 2 VR headset is a high-end VR headset that provides a sharp, high-resolution
image. It also has a wide field of view, which helps to create a more immersive
experience. Figure 6.2a shows a participant wearing the mocap suit and the VR
headset. The VR headset is mounting a wifi-adapter that allows the user to move
freely, without being tethered to the desktop computer.

A 49 in screen is used to display the virtual reality environment to the driver.
The driver is controlling the virtual vehicle with a Logitech G920 Steering Wheel
and Pedals (see Fig. 6.1a). The Logitech G920 Steering Wheel and Pedals are a
high-quality driving simulator set that provides realistic feedback to the driver. This
helps the driver to feel like they are actually driving a real vehicle. A driver seat is
also used to make the overall experience more similar to a real vehicle, resembling a
driver video game. The driver seat can be adjusted to give a comfortable experience
to different drivers. The current lab allows us to operate in an area of approximately
7 m � 7 m and the SteamVR Base Station allows an area of up to 10 m � 10 m.
This effectively limits the area where the pedestrian can move, thereby impacting the
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(a) Top view of the map.
(b) Single lane view.

Figure 6.4: Screenshots of the virtual environment.

maximum size of the virtual environment in which the virtual pedestrian can operate.
For this reason, we focused on a single road environment in this first study and we
will consider multi-lane scenarios when possible.

The VR environment runs on a desktop computer with an NVIDIA GeForce RTX
3060 Ti GPU and 11th Gen Intel(R) Core(TM) i7-11700 @ 2.50GHz GPU. To keep
the costs low the driver and the pedestrian are connected to the same machine but it
is also possible to have multiple machines connected to each other in a client-server
architecture.

Figure 6.5: Example of data collection experiment, showing the VR user and the
driver.

Software Components

The VR environment was designed with Unreal Engine (UE) 4.26 software, a pow-
erful game engine that is used to create realistic and immersive virtual worlds. Un-
real Engine 4.26 provides a wide range of features that are specifically designed for
VR development and easily allows to integrate and develop VR games. The mo-
tion capture raw information is processed by Axis Neuron, the software provided by
Perception Neuron. Axis Neuron allows to stream body posture to Unreal Engine
4.26 via TCP/IP connection and also provides an UE 4.26 plugin that can animate
pedestrian avatars. The VR headset is also connected to UE 4.26 via SteamVR, a
virtual reality platform. One of the main technical issues faced when combining the
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VR headset with the motion capture system is given by the fact that they use two
different reference systems. Both the VR headset and the Perception Neuron con
stream pedestrian position information to unreal engine. We decided to rely to the
VR headset head position and orientation and to use the motion capture system to
animate the body posture of the avatar, since the VR has lower measurement noise
(STD 1.0 cm for the headset and STD 3.0 cm for the motion capture system) and
relies on a fixed coordinate system whereas the origin of the motion capture coor-
dinate system depends on the calibration procedure. A practical problem that was
encountered during the data collection is that the motion capture unit that is placed
on the head is often giving wrong head orientation information due to the interference
with the VR headset placed on top of it. Therefore, it was decided to rely on the VR
system for head orientation as well.

The driving commands can be sent to UE 4.26 directly. However, this does not
allow to change vehicle dynamic parameters and does not give access to dynamical
information such as vehicle acceleration, angular acceleration or friction. We decided
to simulate the vehicle dynamics with a Python script, which captures the driver
commands and updates the vehicle position in UE 4.26. UE 4.26 provides information
such as ground surface structure and vehicle model parameters that allow the Python
Script to update the vehicle dynamics.

Map Design

As already mentioned, we used Unreal Engine 4.26 to develop a virtual urban envi-
ronment. We are interested in studying interactions with a vehicle and a pedestrian
when the pedestrian is attempting to cross the road without any road signs (no ze-
bra crossing or traffic lights). We designed a single lane environment where with a
loop-shaped road structure (see Fig. 6.4a). The shape of the map will be very useful
during the data collection experiments, as it allows the driver to constantly driving
without having to restart the simulation after each interaction episode is over. We
built a 3.65m wide single-lane road (see Fig. 6.4b) and added some buildings and
trees to make it resemble a realistic road. No obstacles were added near the pavement
as the effect of occlusion on driver and pedestrian decisions are beyond the scope of
this study. After setting up the whole simulation system, drivers sitting in front of
the driving simulator can see the pedestrian in the virtual traffic environment on the
screen while the pedestrian can see the car operated by the driver in the VR headset.

6.3.2 Trajectory Prediction

Trajectory prediction is important for autonomous driving because it allows the vehi-
cle to anticipate the movements of other traffic participants, such as vehicles, pedestri-
ans, and cyclists. This information is essential for the vehicle to make safe and timely
decisions, such as when to brake, change lanes, or accelerate. We use the network
proposed by [236], which consists of Spatio-Temporal Graph Convolutional Neural
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Network (ST-GCNN) layers and Time-Extrapolator Convolutional Neural Network
(TXP-CNN) layers, with the Parametric ReLU (PReLU) activation functions.

The problem can be formulated as follows: we have a group of N agents (vehicles
and pedestrians) whose trajectory is observed over a time period To, and we want
to predict their future trajectories over a time horizon Tp. For each agent n, we
represent their trajectory as a set of 2D coordinates (xtn; ytn) for each time step t.
We assume that the distribution of these coordinates follows a bi-variate Gaussian
distribution, denoted as ptn � N (�tn; �tn; �tn). Our goal is to estimate the parameters
of this distribution (�; �; and�) and minimize the negative log-likelihood to improve
the accuracy of our predictions. We denote the predicted trajectory as p̂tn, which
follows the estimated bi-variate Gaussian distribution N (�̂tn; �̂tn; �̂tn). The model is
trained to minimize:

Ln (W) = �
TpX

t=1

log (P (pnt j�̂
n
t ; �̂

n
t ; �̂

n
t )) ; (6.1)

where W are all the trainable parameters of the model, �̂nt , �̂nt , �̂nt are the mean,
variance and correlation of the distribution.

We have adapted the network architecture proposed in [236] to better suit our
problem. In particular, the network has been designed to predict pedestrian motion in
crowded scenarios. We chose this network architecture because it has shown excellent
performance in trajectory prediction tasks and can be easily extended to include
more pedestrians and vehicles in the future. Choosing a neural network architecture
for its ability to accommodate multiple agents is a strategic decision that prepares
for complex scenarios involving multiple entities. This architecture offers flexibility
for future scenarios and aligns with the goal of studying multi-agent AV-pedestrian
interactions.

Since in our scenario only one vehicle and one pedestrian are present, thereby
consisting of fewer agents compared to [236], overfitting of the available data is a
significant problem. To overcome this issue, we have modified the loss in 6.1 by
adding a regularisation term. We have introduced data augmentation by applying
transformations on the input data, including rotations and reflection. This allows to
effectively increase the available data without loss of generality. Ablation studies on
the network layers and hyperparameters are highlighted in Section 6.4.2.

6.4 Experiments

6.4.1 Data Collection

We collected interaction trajectories of the pedestrian and the car in a virtual envi-
ronment. For the driver, we collected the steering, throttle, and brake commands, as
well as the car’s absolute position. Pedestrian data consisted of their absolute posi-
tion within the virtual environment. The objective is to predict the future behavior
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of the pedestrian based on the behavior of the car. Unlike other datasets present in
literature, this dataset contains not only relative position data, but also commands
used by the driver. For example, if the driver suddenly brakes, the pedestrian may
be surprised and change their course of action. This information is not captured by
datasets that only contain relative position data.

Figure 6.6: Overview of the VR Environment.

Fig. 6.5 shows the process of the data collection experiment in the real world and
Fig. 6.6 shows the corresponding scenes in virtual reality. The pedestrian can spawn
at any point along the straight road segments and on both sides of the road. This has
two main advantages. Firstly, the driver is unaware of the exact pedestrian spawn
location, which adds uncertainty to the scenario. Secondly, the data collected has a
bigger variety, which can improve generalisation of machine learning methods, such
as those used in Section 6.4.2. After setting up the whole simulation system, drivers
sitting in front of the driving simulator can see the pedestrian in the virtual traffic
environment on the screen while the pedestrian can see the car operated by the driver
in the VR headset, as shown in Fig. 6.5.

During the recordings, the pedestrian was told to make a crossing decision every
time they saw the car coming. Since the relative initial distance between the car and
the pedestrian is random, the data has a wider variety of initial Time To Collision
(TTC) values. TTC is a measure of how much time it will take for two objects to
collide. It is a critical metric for autonomous vehicles, as it allows them to assess the
risk of a collision and take evasive action if necessary.

A total of 16 driver-pedestrian pairs was invited to take part to the study. 775
interaction episodes were collected. Out of these, 480 were considered valid after
post-processing. Among the 480 events, we observed that pedestrians decided to
cross the road in 242 cases, which makes the dataset balanced between crossing and
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Car Pedestrian Average
No weights 3.10/5.81 0.36/0.55 1.73/3.18

L1 0.93/1.30 0.18/0.30 0.55/0.80
L2 0.85/1.39 0.17/0.25 0.51/0.83

Learnable 0.86/1.38 0.19/0.26 0.53/0.82
MLP 1.13/1.62 0.33/0.65 0.73/1.14

Table 6.1: Network performance based with different adjacency matrix. No weights
refer to an adjacency matrix with ones on the diagonal, L1 and L2 norms are also
analysed.

non-crossing action. The participants are people of different ages and genders. The
drivers are all people with at least 3 years of driving experience, holding a valid
UK driving license. Data for each pair was recorded for about an hour, with an
average recording time of 30 minutes for each pair. The total is 8 hours of effective
trajectory data for driver-pedestrian interactions. The data collected has then been
pre-processed for neural network training.

6.4.2 Experimental Results

We use the network described in [236], consisting of ST-GCNN layers and TXP-
CNN layers, with the PReLU activation functions. We chose this network as it has
demonstrated excellent capabilities in the trajectory prediction tasks and can easily
be extended in the future to include more pedestrians and vehicles. We divide the
collected data into three groups: training, validation, and test datasets with roughly
a 7:2:1 ratio (i.e. 11 driver-pedestrian pairs for training, 3 pairs for validation and 2
pairs for testing, chosen randomly).

We utilized a training batch size of 32 and employed Stochastic Gradient Descent
(SGD) to train the model for 250 epochs, setting the initial learning rate to 0.01 with
linear decay. The choice of batch size was influenced by the size of the dataset and
compared against network performances obtained with batch sizes of 16 and 64. One
of the major problems encountered during training on our dataset was overfitting.
To mitigate the risk of overfitting in our neural network model, we have incorporated
dropout and regularization loss into our training process. These techniques collec-
tively serve as effective safeguards, enhancing the generalization capabilities of our
model and ensuring its performance on unseen data. Ablation studies were also con-
ducted on the number of STGCNN and TXP-CNN layers. As reported in Table 6.1,
the optimal number of layers was found to be 2 STGCNN layers and 5 TXP-CNN
layers. Higher number of layers (3 STGCNN) resulted in network performance degra-
dation due to rapid overfitting. On the other hand a single STGCNN layer might
not be enough to capture complex human interactions, therefore resulting in worse
performances.
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Figure 6.7: Some pedestrian (orange) and car (blue) trajectories with predictions.
Previous trajectory (dashed line), future trajectory ground truth (solid line), the
color density is the predicted trajectory distribution.

We conduct ablation studies on the adjacency matrix function. We consider no-
weights, the reciprocal of L1 distance, the reciprocal of L2 distance, and a learnable
adjacency matrix. Given the simplicity of our prediction task, consisting of trajec-
tories of only two agents, we do not see any considerable improvements with the
learnable adjacency matrix. No-weights refers to an unweighted adjancency matrix.
We see the best results using the L2 distance, which captures the spatial relation-
ships between the agents. In particular, this result confirms the intuition that the
further away the agents are from each other, the less the mutual influence is. The
time horizon for the prediction is set to 2.4 s in the future, as this is considered long
term prediction for autonomous driving tasks. The performance of our network is
shown in table 6.1. The metrics used to evaluate the trajectory prediction model are
the Average Displacement Error (ADE) and Final Displacement Error (FDE). ADE
is the average distance between the predicted trajectory and the ground truth trajec-
tory over the entire prediction horizon. FDE is the distance between the predicted
trajectory and the ground truth trajectory at the end of the prediction horizon. Table
6.1 shows the network performance on the task with the adjacency matrix related to
the studies. We also compare the graph-neural network to a multi-layer perception
network. So far, the deep neural network analysis demonstrates that the network is
capable of predicting pedestrian and car future trajectories. We are looking forward
to collecting more data and including skeleton data to release an open-source dataset
for deep learning that is based on VR collected data.

Fig. 6.7 shows some sample trajectories for our prediction task. The pedestrian
(orange) is crossing in the vertical direction, whereas the car (blue) is moving in the
horizontal direction. The predicted future trajectory distribution is represented with
a coloured density. Our method’s trajectory predictions work well, showing that it’s
a good fit for our problem. The STGCNN layers ensure that the interactions between
the driver and the pedestrian are learnt by the network, outperforming a simpler
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MLP network. The sample trajectory predictions show that the method effectively
predicts the probability of future positions for the car and the pedestrian.

6.5 Conclusions and Discussions

In this work, we introduced a Virtual Reality environment and a data collection
framework for pedestrian trajectories, which ensures safety and limited costs for the
experiment. The simulator can be used in many different Autonomous Vehicles re-
search opportunities in the area of AV/driver interactions with pedestrians, testing of
AV control algorithms, pedestrian behaviour prediction and safety. We then analysed
the collected data with a motion prediction system based on deep learning which
demonstrates that the system can used to predict trajectories for pedestrians that
are not present in the dataset.

Future research directions will have to include multi-sensor data, as we have only
focused on pedestrian-car 2D trajectories, neglecting camera or pedestrian pose for
making predictions. Including these type of data might be useful for improving cross-
ing probability estimation. The current virtual environment setup is only suitable for
one driver and one pedestrian but it can be extended for the study of multi-drivers
and multiple pedestrians. Gap-acceptance studies for multiple-lanes scenarios is also
a possible future research directions, especially by employing AI-driven vehicles in the
scene. This is an easy way to test how pedestrians would behave in a multiple-lane
scenarios, which has not been researched extensively in literature, due to the costs
of setting up such experiments. How to model drivers’ and pedestrians’ behaviour in
such scenarios is still an open research question.

The virtual reality (VR) environment developed and described in this chapter will
play a crucial role in future research, particularly in relation to the simulations and
car reinforcement learning models introduced in chapters 4 and 5. Specifically, we
aim to leverage this VR platform to provide a controlled and risk-free environment
to validate the vehicle models. By conducting these tests in a virtual setting, we
can rigorously assess the performance, safety, and decision-making capabilities of the
reinforcement learning algorithms without posing any threat to pedestrians or other
real-world entities. This approach not only enhances the robustness of the models by
allowing for extensive testing under various scenarios and conditions but also ensures
that the learning process remains entirely safe and ethical, free from the potential
hazards associated with real-world experimentation.

An open research question that arises from this work is how to ensure that the data
collected in VR resembles that of real world. One of the key challenges in VR is cre-
ating virtual environments that closely mimic real-world environments. Researchers
have been exploring ways to improve the fidelity of VR simulations to reduce the
mismatch between virtual and real-world data [237]. This includes efforts to create
more realistic graphics, physics simulations, and interactions. Reducing the data dis-
tribution mismatch between VR and real world data would allow to drastically reduce
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costs, ensure safety, and speed up testing of new AV technology.
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Chapter 7

Conclusions

This thesis has addressed the utilisation of Social Psychology aspects in the Deep
Reinforcement Learning framework to improve the quality of decisions made by an
Autonomous Vehicles. Despite the significant utilisation of DRL technology for Au-
tonomous Driving, most studies neglect social aspects of driving in the policies. The
aim of this thesis was to explore the potential benefits of including social aspects into
the design of AV policies. In particular, we have focused on the integration of Social
Value Orientation in the DRL framework and analysed its effects on learning-based
decision-making policies.

This thesis has explored the impact that SVO can make when learning Au-
tonomous Driving policies in social contexts. SVO has been tested in a two agents
framework, as well as in multi-agent settings. SVO has been employed with different
neural network architectures, namely multilayer perceptron (MLPs), Convolutional
Neural Networks (CNNs), and Graph Neural Networks (GNNs). SVO has proven to
be a flexible and general framework that can improve the vehicle impact on traffic.
The benefits of including SVO in traffic flow have been analysed in Chapters 4 and
5, where we have shown how the rate of vehicles passing through an intersection can
improve. Our multi-agent analysis also showed that including SVO in multi-agent
scenarios reduces the collision rates obtain by DRL policy. However, in order to de-
ploy the DRL agent into the real world, lower collision rates must be obtained. We
suggest including an additional safety layer to prevent car crashes that act as a safety
layer for the DRL agent. Furthermore, the idea of utilising deep learning approaches
to learn AD policies can lead to more general systems that require fewer handcrafted
rule-based systems in the AV decision-making and controller design.

SVO has been shown to improve DRL agents performance in both single agent
scenarios and also in multi-agent scenarios. By leveraging social factors in the reward
function design of the MDP formulation, the ego-vehicle naturally exhibits human-
like behaviour such as early stopping and yielding in favour of surrounding agents.
However, it is acknowledged that further research is needed to precisely calibrate the
degree of human-likeness inherent in these behaviors.

A Virtual Reality (VR) environment was developed for pedestrian trajectory data
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collection, ensuring cost-effectiveness and safety. The VR simulator offers versatile
applications in Autonomous Vehicle (AV) research, including AV-pedestrian interac-
tions, control algorithm testing, and pedestrian behavior prediction. Analysis using
deep learning-based motion prediction demonstrated the system’s ability to forecast
trajectories for pedestrians and vehicles. Future research should explore multi-sensor
data incorporation and expand the virtual environment for multi-driver and multi-
pedestrian studies. Gap-acceptance investigations in multi-lane scenarios, particu-
larly with AI-driven vehicles, represent promising research avenues. Future plans will
involve using the developed VR environment to test AV policies in a safety environ-
ment. In particular, social factors studies with subjective evaluation can be performed
in a safety environment. In this way, the VR environment will act as a first cost ef-
fective testing ground for AV policies before they can be deployed and tested in the
real world. The VR environment can also be used to study pedestrian and driver
behaviour within a safe and controlled environment.

7.1 Thesis Contributions

The main contributions of this thesis are:

� A novel conceptual framework to integrate social psychology into the AV con-
troller design. In particular, the introduction of SVO into the DRL framwork
to influence the ego-vehicle strategies, achieving behaviours that range from
egoistic to pro-social. We designed tests to evaluate the impact of Social Value
Orientation in two-agent and multi-agent scenarios, highlighting the impact of
SVO on traffic flow and agent performance.

� We extended the aforementioned SVO framework to multi-agent scenarios by
introducing a novel Graph Neural Network (GNN) architecture. This GNN
architecture combines route, traffic, and ego-vehicle information to make deci-
sions, enabling the SVO framework to reason about the behavior of other agents
in the environment and coordinate its actions accordingly.

� We proposed a new pedestrian model for computer simulation that combines
gap-acceptance and social-force models, with the addition of a situational aware-
ness risk assessment to trigger crossing. We showed that the DRL agent can
still handle more complex human models, which is essential for simulating real
pedestrians.

� We developed a Virtual Reality (VR) traffic simulator, paired with a wireless
HMD device (HTC Vive), that allows users to move freely and interact with
pedestrians, user-controlled vehicles, and autonomous vehicles. This VR frame-
work can be used in the future to aid autonomous driving research for validation
and testing, enabling researchers to assess the performance of autonomous ve-
hicles in a variety of realistic traffic scenarios.
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� We used the VR traffic simulator to collect interactive trajectory data between
a human-driven vehicle and a pedestrian. We then developed a deep learning-
based trajectory forecast model using the collected dataset. This model can
be used to predict the future trajectories of pedestrians and other vehicles in
the traffic scene, which can be used by autonomous vehicles to make informed
decisions about their own trajectories.

7.2 Limitations

� Real-World Validation: The algorithms developed in this thesis were tested
in controlled simulation environments. However, their deployment and perfor-
mance in real-world scenarios remain untested. Determining how these algo-
rithms can be effectively transferred from simulation to real-world applications
is an important research area that falls outside the scope of this thesis.

� Safety Concerns: The thesis does not fully address whether safety can be
assured using solely a learning-based approach. While collision rates and success
rates were analyzed in simulation, it is assumed that real-world applications will
require an additional safety layer to oversee decisions made by reinforcement
learning (RL) agents. The thesis demonstrates that the ego-vehicle can achieve
collision-free navigation with a single pedestrian, but fails to maintain this level
of safety in scenarios involving multiple vehicles.

� State Representation Assumptions: The deep reinforcement learning (DRL)
framework utilized in this work assumes that the state of the environment is
fully known to the agent. However, translating raw sensor data (such as LiDAR
and camera data) into high-level state representations for autonomous vehicles
(AVs) is not addressed. It is presumed that such a representation is already
available to the decision-making module.

� User Experience and Ergonomics: Although the thesis aims to create vehi-
cles that mimic human driving behavior, it does not account for user experience
and ergonomics. Factors such as passenger comfort, perception, and interaction
with AVs have not been analyzed, which could influence the overall acceptance
and usability of such systems.

� Limited Sensor Data in VR: The VR environment developed in Chapter 6
primarily focuses on 2D pedestrian-car trajectories, without considering more
complex data such as camera input or pedestrian pose. This limitation restricts
the study’s ability to accurately predict pedestrian behavior and represent real-
world scenarios comprehensively.

� Single Participant Scenario: The current virtual environment is designed for
interactions involving a single driver and a single pedestrian. This setup limits
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the scope of the study, as it does not capture the complexities of multi-agent
interactions typical in real-world traffic scenarios.

� Data Distribution Matching: The thesis does not adequately address the
challenge of aligning data distributions between VR simulations and real-world
data. Factors such as graphical fidelity, physics, and interaction dynamics in
VR may differ from real-world conditions, potentially affecting the validity of
the research findings.

7.3 Future Work

� Real-World Deployment and Testing: Future research should focus on the
deployment and testing of the developed algorithms in real-world environments.
This includes studying how the algorithms handle the complexities and uncer-
tainties of real-world scenarios, beyond the controlled conditions of a simulation

� Safety Assurance with RL: Investigating methods to ensure safety in au-
tonomous vehicles that rely on RL-based decision-making will be crucial. Fu-
ture work should explore integrating advanced safety layers or mechanisms to
monitor and control the RL agent’s actions in real time, especially in scenarios
involving multiple vehicles and diverse road users.

� Enhanced State Representation from Raw Sensor Data: Further re-
search should explore techniques for autonomous vehicles to derive high-level
state representations from raw sensor data, such as LiDAR and camera feeds.
This could involve developing algorithms for sensor fusion, perception, and scene
understanding to improve decision-making processes.

� Improving User Experience and Ergonomics: Future work could involve
studying how passengers perceive and interact with autonomous vehicles and
identifying ways to enhance their experience. This may include optimizing
vehicle behavior for smoother rides, designing human-centric interfaces, and
evaluating passenger comfort and safety.

� Incorporation of Multi-Sensor Data in VR: Expanding the VR environ-
ment to include multi-sensor data, such as camera input and pedestrian pose,
could significantly enhance the accuracy of pedestrian behavior prediction mod-
els. Future work could focus on integrating these additional data types to make
the simulations more representative of real-world conditions.

� Multi-Agent Scenarios in VR: Extending the VR environment to support
scenarios involving multiple drivers and pedestrians would be a valuable area
of future research. Such an expansion could provide deeper insights into the
complex interactions between various agents and improve the robustness of au-
tonomous vehicle models.
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� Improving Realism in VR Simulations: Future work should aim to reduce
the gap between VR and real-world conditions by improving the realism of VR
simulations. This could involve enhancing graphical fidelity, refining the physics
engine, and creating more sophisticated interaction dynamics to better match
real-world data distributions and improve the validity of VR-based research.
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