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1 Introduction and Aims 

1.1 Introduction 

Mountain systems account for approximately one-fifth of the Earth's continental land mass, 

are a key element in the global hydrological cycle and provide indirect life support to over 50 % of 

the World's population (Haeberli and Beniston, 1998). Slope failures are complex phenomena that 

play a significant role in the evolution of such environments and connectivity of sediment systems. 

The interactions between glacial and slope processes shape these landscapes and reflect an 

important but poorly understood response to climatic change. Throughout most mountain 

environments, warming climates have resulted in the substantial retreat of glaciers, for example; 

the volume of glacier ice in the European Alps has halved in the last 150 years (Haeberli and 

Beniston, 1998), exposing vast quantities of unstable and metastable sediment stores (Curry, 

Cleasby and Zukowskyj, 2006). An environment and its geomorphological adjustment in response 

to the removal of glacier ice can be considered a transient system (Lane et al., 2016), where the 

recently exposed sediment stores are eroded through the means of paraglacial processes (Carrivick 

and Heckmann, 2017). The slopes above glaciers can deliver vast quantities of sediment to the ice 

surface and valley floor through a diverse range of mass movement processes, such as avalanches, 

slides and flows which may significantly affect glacier behaviour and the dynamics of the fluvial 

system. 

In recently deglaciated, and actively deglaciating valleys, three main sources of sediment 

can be identified: (i) that which is derived from glacial erosion and subglacial sediment storage, (ii) 

that which is produced by weathering and instability of deglaciated bedrock, and (iii) that of 

glacigenic origin that covers hillslopes or accumulates in depositional landforms such as lateral and 

terminal moraines (Carrivick and Heckmann, 2017). With these three main sources, the links 

between different paraglacial landsystems can be represented as an interrupted sediment cascade 

(Ballantyne, 2002b), where ongoing ice retreat has been shown to continuously reveal previously-

stored supplies of sediment  (Cossart and Fort, 2008). Perhaps the clearest manifestation of 

responsive slope adjustment is the erosion of steep-sided sediment-mantled slopes comprising 

unconsolidated and unvegetated glacigenic sediment (e.g. fig. 1.1) (Curry, Cleasby and Zukowskyj, 

2006). The sedimentological characteristics of these landforms have been shown to be poorly 

sorted and predominantly angular clasts mixed with sub-rounded and rounded clasts representing 

ice-contact and glacio-fluvial sediment respectively, forming unstable slopes (Hambrey and 

Ehrmann, 2004). Their dynamics and development following deglaciation have been described in 

conceptual models, such as the exhaustion model of Ballantyne (2002a) where all failures are 

assumed to be from the same finite number of slopes, and following a trajectory towards 

stabilisation and exhaustion of the unstable sediment store. Sediment Exhaustion, discussed more 
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change analysis to construct an inventory of slope failures. The methodological development of an 

emergent photogrammetric technique is shown before detailed observations and analyses for each 

site are given. 

This introductory chapter seeks to provide a brief introduction to the main topic of the 

thesis, an overview of the rationale and existing gap in the literature and subject knowledge as well 

as outlining the principal aim and objectives of the research presented herein. An overview of each 

thesis chapter is also given as an indication of thesis structure. 

 

1.2. Research Gap and Rationale 

Glaciated environments are strongly influenced by fluctuations in the global climate 

system, providing the most visible evidence of warming and cooling through reduction and growth 

of ice mass over a variety of timescales. Continuous glaciations and deglaciations have shaped the 

mountain environments around the World, eroding and revealing landscapes that are particularly 

susceptible to rapid geomorphological change. The erosion and redistribution of sediment supplies 

in active mountain ranges results in cascades which can vary dramatically in time and space (Davies 

and Korup, 2010) and whilst a large body of research has examined the long-term failure 

distributions, reported the effects of specific failure events or observed the rate of site-specific 

failure activity, research on failure distributions along actively deglaciating and recently deglaciated 

slopes remains largely limited. Thus, such environments are still poorly understood, partly owing to 

the difficulties associated with obtaining observational data across large-enough scales which are 

often limited by logistical and financial constraints. Some researchers have found that paraglacial 

slope adjustment can occur with extreme rapidity (Curry, 1999) which highlights the necessity for 

observational data across these recently deglaciated landscapes for accurately quantifying the 

volume of failure material entering the system which in turn, has significant implications for fluvial 

dynamics and downstream activity. Where failures fall onto glaciers, they may affect the behaviour 

of the ice and have been shown to both protect against and exacerbate surface melting depending 

on thickness (Reznichenko et al., 2010). 

Development and understanding of mountain sediment budgets requires a thorough 

understanding of all slope processes and storage elements (Laute and Beylich, 2014). Despite the 

potential for serious implications of changes in sediment yield, there have been few considerations 

for the resulting geomorphic processes from a rapid transition from glacial to non-glacial conditions 

(Lane et al., 2016). Additionally, analysis of a landsystem's sediment connectivity requires sound 

knowledge of three key elements (fig. 1.2); (i) frequency-magnitude distributions, (ii) spatial and 

temporal feedbacks, and (iii) mechanisms of mobility (Bracken et al., 2015). Furthermore, the 

statistical analyses of failure distributions resolve their probabilistic nature and are a useful tool for 
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2) Analysing the effect of observed failure activity on the modification of slope form and 

mobilisation of sediment within the landsystem. Developing a conceptual model of a 

sediment yield and a deglaciating landsystem that considers the implications of these 

findings alongside existing knowledge. 

These will be achieved by: 

a) using an emergent photogrammetric technique to reconstruct the complex topography of 

mountain slopes. Building upon an existing body of recent literature and developing an 

optimal and appropriate workflow for minimising and dealing with known sources of error 

consistently; 

b) detecting and quantifying failures at a number of glacial sites in the Mont Blanc massif using 

high-resolution topographic data created using the workflow developed in the previous 

step. Resolving their probabilistic nature by means of magnitude-frequency distributions 

and analysing their spatial distribution using GIS, and; 

c) utilising a statistical goodness-of-fit test to determine the best model fitted to the 

magnitude-frequency distributions of detected slope failures and resolve whether the 

rollover in small-magnitude failures observed in other inventories are likely to be caused 

by geomorphological processes or a manifestation of data bias. 

 

1.4. Thesis Structure  

To address the aim and objectives of this research, the thesis is structured into four parts 

(introduction, methods, results and discussion/ conclusions) and seven chapters. It's important to 

note that the development of the SfM-MVS technique required a significant amount of testing; the 

results of which are found in chapter 4. An overview of each chapter is given here: 

Chapter 2 introduces the literature surrounding slope failures, with a particular focus on 

mountain landscapes and the paraglacial response of the environment. The classification of failures, 

significant mechanisms of failure and the geomorphological consequences are also discussed. 

Insights into the paraglacial concept and landscape evolution models are given as the chapter builds 

a general picture of the hillslope response to deglaciation. The literature review also provides an 

overview of rock-slope stability and the current state of knowledge for classifying rock mass 

strength using topographic data. Finally, the chapter provides a background and overview of 

techniques for creating high-resolution topographical models for the purpose of quantifying 

change, with particular focus on the background, development and existing applications of SfM-

MVS photogrammetry. 



6 
 

Chapter 3 presents the physical settings and descriptions of the Mont Blanc massif and 

Rhône glacier (used for methodological development) study sites, as well as the selected valleys 

within the range. It provides a general description of their history, current conditions and geology. 

Chapter 4 is the methods chapter and presents the route taken to develop a suitable 

workflow alongside the results of a number of tests that were performed to assess the accuracy, 

usability and repeatability of the SfM-MVS technique. The development of a fully 3D workflow for 

the computation of change and calculation of volumetric differences with SfM-MVS data is also 

presented, as well as the workflow for analysis of failure distributions and the approach for verifying 

the significance of those results. The technique and algorithms used for the analysis of rock mass 

strength using 3D data are also outlined. 

Chapter 5 is the results chapters, applying the methods outlined in chapter 4. The results 

from change analysis across all of the slopes studied in the project are presented on a site-by-site 

basis, before distributions are presented as a combined inventory. The method for assessing rock 

mass strength outlined in chapter 4 is applied at one site and presented here. The extracted 

discontinuity information and calculated strength rating are given, and any correlations between 

rock mass strength and detected failures are highlighted. 

Chapter 6 discusses in detail the major trends and findings from the results. The wider 

implications and relevance of the results and its relation to the academic literature are then 

compiled and the conceptual models which address objective 5 are presented. 

Chapter 7 presents the summary conclusions of this thesis in respect to each of the 

research objectives, highlighting key limitations and suggesting suitable directions for future work. 

 

Two appendices accompany these chapters. These contain relevant supplementary 

information and additional data for the thesis that are briefly outline below: 

Appendix A: Comprehensive list of all detected failures and their properties: ID, location, 

type and size. 

Appendix B: An overview of the collaborations and outreach projects which have shaped 

this unique PhD project. The work produced with UK artist, Dan Holdsworth, is discussed and a list 

of exhibitions where this work has been presented is given. The Royal Geographical Society Land 

Rover bursary is also outlined, with a number of outreach events and publications also presented. 
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2.2 Slope Failures 

"Landslide: the failure and movement of a mass of rock, sediment, soil, or artificial fill under the 

influence of gravity." (Clague, 2013) 

 

Slope failures are commonly associated with environments dominated by steep 

topography, though they can also occur in areas of lower relief (Clague, 2013). They constitute 

significant natural hazards, and play a major role in landscape evolution (Malamud et al., 2004a). 

The classification and hazard-assessment of slope failures is made upon the basis of their size, 

velocity and material. The cause and trigger of a slope failure is not necessarily the same thing; 

causes can be understood as the prolonged processes fundamentally altering the nature of the 

slope and the trigger can be considered as a single event that results in the failure of a slope. 

Different triggers are often associated with different slope failure types (section 2.3); although in 

some cases it is difficult to pin-point a triggering mechanism. In most cases, water content and 

temperature conditions play an important role in the stability of a slope, which has led to a number 

of studies examining the consequence of climate change on the frequency and distribution of slope 

failures globally (section 2.4). At higher altitudes and latitudes, where temperatures fluctuate above 

and below 0° C, cyclic freeze-thaw mechanisms have been shown to weaken rock-walls (section 

2.4.1).  

Slope failures hold the potential to deliver vast quantities of sediment to the valley-floor 

(into the fluvial or glacial system) which in itself poses a new set of potential hazards and changes 

to the dynamics of the system (section 2.7). The monitoring and characterisation of slope failures, 

both historic and current, is hampered by a number of issues (section 2.9), which has resulted in a 

poor understanding of the frequency-likelihood of slope failures in prone areas. The role of 

glaciation on the frequency and spatial distribution of slope failures in high-mountains has long 

been discussed (section 2.5), with glacial erosion rapidly steepening slopes and enhancing failure 

likelihood. 

 

2.2.1 Types of Slope Failure 

There are a number of different types of slope failure, categorised based on their 

movement-type and material (fig. 2.1). One of the most widely used systems of slope failure 

classification is that of Varnes (1978). It is divided into 6 types of movement; fall, topple, sliding, 

lateral spreading, flow and complex. Sliding is further divided into rotational- and translational-type 

movements. For each type of movement, a classification of the process based upon source type is 

given for rock, debris and Earth material (Varnes, 1978; Cruden and Varnes, 1993). Furthermore, 
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slope failure velocities (mm/s) are scaled as; extremely slow, very slow (0.5x10-6), slow (50x10-6), 

moderate (5x10-3), rapid (5x10-1), very rapid (5x101) and extremely rapid (5x103) (Cruden and 

Varnes, 1993; Hungr, Leroueil and Picarelli, 2013). Hungr, Leroueil and Picarelli (2013), propose an 

updated version of the classification to account for mechanical properties of the source material 

(table 2.1). The material types and their respective descriptions, based upon a simplification of 

existing soil and rock description systems, are outlined in detail in Hungr, Leroueil and Picarelli 

(2013) (table 3). The types include: rock, clay, mud, silt, sand, gravel, boulders, debris, peat and ice. 

 

 

Figure 2.1: Schematic representation of the different types of slope failures. From the British Columbia Geological Survey. 

 

In the updated classification system, there are six principle forms of slope failure 

movement/type, as defined by Hungr, Leroueil and Picarelli (2013), based on the Varnes (1978), 

classification system and others (Hutchinson, 1988; Hungr et al., 2001): falls, topples, slides, 

spreads, flows and slope deformations (table 2.1). A fall describes the detachment, fall, rolling and 

bouncing of the source material which is usually of limited volume, whilst a topple involves the 

forward movement or flexing/bending of a material column or cohesive mass (Hungr, Leroueil and 

Picarelli, 2013). Sliding refers to the down-slope movement of a weakened material and can be 

further sub-categorised into; rotational-, planar-, wedge-, compound- and irregular-type 

movements depending on the form of the rupture surface; cylindrical, planar, the surface of a 

downward-facing intersection between two planes, several planes or uneven curvature and a 
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surface of randomly orientated joints respectively (Hungr, Leroueil and Picarelli, 2013). A spread 

describes an elongation and lateral spreading of the failed mass which is usually slow in rock but 

rapid in soil (Varnes, 1978; Hungr, Leroueil and Picarelli, 2013). The flow category encompasses the 

fastest types of slope failures which can occur across a number of scales. The rapid flow-like 

movement has been shown to fracture, crush and grind the source material producing 'signature' 

sedimentology that some have used to identify historic rock avalanche events (Reznichenko, 2012; 

Reznichenko et al., 2012). Finally, slope deformations are slow, and can range from small-scale 

movement of surficial soil layers to large-scale movements of entire mountain slopes under 

gravitational forces (Hungr, Leroueil and Picarelli, 2013). 

There are a number of considerations when discussing the initiation of a slope failure, 

namely the preconditioning, preparatory and triggering factors (sections 2.3.1 to 2.3.3). It is 

important to understand the differences between these as despite the concepts all defining end 

points on a continuum, preconditioning and preparatory factors are often a combination of external 

and internal conditions whilst a slope failure is triggered by a single event (Clague, 2013). 

 

Table 2.1: Summary of the 'new' version of the Varnes classification system (Varnes, 1978). The words in italics are 
placeholders (use only one). From Hungr, Leroueil and Picarelli (2013). 

Type of Movement Rock Soil 
Fall 1. Rock/ ice fall a 2. Boulder/ debris/ silt fall a 
Topple 3. Rock block topple a 5. Gravel/ sand/ silt topple a 
 4. Rock flexural topple  
Slide 6. Rock rotational slide 11. Clay/ silt rotational slide 
 7. Rock planar slide a 12. Clay/ silt planar slide 
 8. Rock wedge slide a 13. Gravel/ sand/ debris slide a 
 9. Rock compound slide 14. Clay/ silt compound slide 
 10. Rock irregular slide a  
Spread 15. Rock slope spread 16. Sand/silt liquefaction spread a 
  17. Sensitive clay spread a 
Flow 18. Rock/ ice avalanche a 19. Sand/ silt/ debris dry flow 
  20. Sand/ silt/ debris flowslide a 
  21. Sensitive clay flowslide a 
  22. Debris flow a 
  23. Mud flow a 
  24. Debris flood 
  25. Debris avalanche a 
  26. Earthflow 
  27. Peat flow 
Slope Deformation 28. Mountain slope deformation 30. Soil slope deformation 
 29. Rock slope deformation 31. Soil creep 
  32. Solifluction 

a Movement types that usually reach extremely rapid velocities as defined by Cruden and Varnes (1993). The other slope 
failure types are most often (but not always) extremely slow to very rapid (Hungr, Leroueil and Picarelli, 2013). For full 
definitions of the slope failure types, see Hungr, Leroueil and Picarelli (2013). 
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2.2.2 Preconditioning Factors 

Preconditioning factors are static and inherent properties of the failing mass (McColl, 

2012). In terms of rock-slopes, many authors have suggested that the principle controls on stability 

and preconditioning for failure are the rock-mass properties, such as the orientation and 

characteristics of discontinuities and hydrological conditions (Augustinus, 1995; Moore et al., 2009; 

McColl, 2012). Some have commented on the fact that despite all valleys previously being glaciated, 

not all have failed and thus, the lithology and structure of the rock mass ultimately control the 

likelihood of failure (Bovis, 1982; McColl, 2012). So, preconditioning can be observed as the 'fixed' 

inherent properties of the slope that must be understood through extensive analysis of the rock 

mass strength and its ability to resist stresses (see section 2.8). However, the precondition of a 

slope can change through time due to a combination of preparatory and triggering mechanisms 

(McColl, 2012) (sections 2.3.2 and 2.3.3). 

 

2.2.3 Preparatory Factors 

Preparatory factors are dynamic and gradually reduce the stability of the failing mass over 

time, without initialising movement (McColl, 2012). An example of preconditioning would be the 

erosional power of glaciation, producing steep-sided valleys which increase the stresses within 

slopes. Glacial over-steepening is sometimes used to describe such preconditioning (e.g. Kellerer-

Pirklbauer, Proske and Strasser (2010)) though McColl (2012), explains that this should be avoided 

unless unequivocally proven, as it is seldom the case that glacial erosion increases the stress above 

critical values, rather that it simply exposes unfavourable pre-existing rock-mass defects that 

reduce the slope stability. Climatic changes are also observed by many to directly influence slope 

failures through increases in precipitation and atmospheric temperatures. This is discussed in more 

detail in section 2.4. 

 

2.2.4 Triggering Factors 

Triggering factors are those which initiate movement of the failing mass through a 

transition from marginally stable to actively unstable state (McColl, 2012). They're often single 

events that capitalise on the preconditioning and preparatory mechanisms to trigger failure and 

include; rain-storms (e.g. Glade (1998); Guthrie and Evans (2004)), Earthquakes, magmatic or 

phreatic surface activity (e.g. the lateral collapse of the Ritter Island volcano in 1888 (Ward and Day, 

2003)), loading stresses, pore pressures and anthropogenic landscape interaction (e.g. the Vaiont 

Dam disaster of 1963 (Kilburn and Petley, 2003)). In some cases, the interplay between two or more 
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triggering mechanisms may have initiated failure. For example, Dortch et al. (2009), used 

cosmogenic dating and structural mapping to determine the likely triggers of four large slope 

failures in the Himalayas, finding that increases in pore water pressure from monsoon rains and 

seismic shaking are the most likely mechanisms. Particular triggering mechanisms tend to dominate 

in various environments depending on the climatological and geological characteristics of the 

landscape. For example, the principle triggering mechanism in the United Kingdom is rainfall (fig. 

2.2), where slope failures often result from water loading of the slope and a reduction in soil 

strength. In the Southern Alps of New Zealand, slope failures are mostly triggered by seismic activity 

(e.g. Korup (2005)) and across the high altitude rock-walls of the European Alps, where it is rare for 

seismic activity to produce significant Earthquakes, increases in pore water pressure through 

extraordinary precipitation (e.g. Fischer et al. (2010)) and thawing ice (i.e. permafrost degradation) 

is a major triggering mechanism (e.g. Ravanel and Deline (2011)). 

 

 

Figure 2.2: Graph showing the amount of rainfall and number of slope failures in the UK. Rainfall data: Met Office. Slope 
failure data: British Geological Survey. Graph modified from http://www.bgs.ac.uk/slope failures/slope 
failuresAndRainfall.html. 

 

2.3 Rock Mass Strength and Slope Failures 

Rock mass strength defines the stability, strength and weakness of a rock mass. All rock 

masses contain discontinuities (Hoek, 2000) (joints and faults) that are structures across and within 

the rock-wall mass and result from brittle behaviour in which blocks of rock are displaced relative 

to one another across narrow and approximately planar distances (Hobbs, Means and Williams, 
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The RMR originally included eight rock parameters, one of which was the strike and dip 

orientations of joints, and emphasis was placed on using RMR whilst surveying tunnels (Romana, 

1993). In the second version (Bieniawski, 1976), a number of major changes were introduced, and 

after calculating an RMR value based on five rock mass parameters, a corrective adjustment was 

made to account for the orientation of discontinuities in the rock mass. These ranged from 'very 

favourable' to 'very unfavourable', though no guidelines were published for the definition of each 

class and thus is a particularly subjective approach to factoring discontinuities into the assessment 

of slope stability. Romana (1993) explains that the heavy adjustments made with these subjective 

classes can supersede by far any other careful evaluation of the rock mass. RMR however, remains 

one of the most versatile classification systems that is capable of evaluating a wide range of rock 

types and cliff morphologies, that requires relatively straightforward and efficient field 

measurements (Moore et al., 2009). Without the discontinuity orientation correction factors, the 

index takes the form of table 2.2. Others have built upon the RMR, providing quantitative 

approaches of evaluating discontinuity orientation and reducing the potential for subjective error 

in slope analysis. The most prominent of these is the SMR (section 2.8.1.1). 
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Table 2.2: Bieniawski (1976) System for Rock Mass Rating (RMR) index without correction for discontinuity orientation. A = Strength of intact rock material; B = Drill Core Quality; C & D = Discontinuities; E = 
Groundwater in Joints. 

Parameters Ranges of Values 

A 
Point Load Index (MPa) > 10 4 - 10 2 - 4 1 - 2 
Uniaxial Compressive Strength (MPa) > 250 100 - 250 50 - 100 25 - 50 
Rating 15 12 7 4 

B RQD (%) 90 - 100 75 - 90 50 - 75 25 - 50 
Rating 20 17 13 8 

C Spacing (m/ mm) > 2 0.6 - 2 200 - 600 60 - 200 
Rating 20 15 10 8 

D 

Condition Very Rough Surfaces Slightly Rough Surfaces Slightly Rough Surfaces Slickenside Surfaces or 

 Not Discontinuous Separation < 1 mm Separation < 1 mm Gouge < 5 mm Thick or 

 No Separation Slightly Weathered Walls Highly Weathered Walls Separation 1 - 5 mm 

 Unweathered Wall Rock   Continuous 
Rating 30 25 20 10 

E Description Completely Dry Damp Wet Dripping 
Rating 15 10 7 4 

A 
Point Load Index (MPa) At this range, Uniaxial Compressive Strength is preferred  
Uniaxial Compressive Strength (MPa) 5 - 25 1 - 5 < 1  
Rating 2 1 0  

B RQD (%) < 25  
Rating 3  

C Spacing (m/ mm) < 60  
Rating 5  

D 

Condition Soft Gouge > 5 mm or  
 Separation > 5 mm  
 Continuous  
   
Rating 0  

E Description Flowing  
Rating 0  
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Mapping discontinuities across a slope in support of stability analysis is an important but 

traditionally a time-consuming, laborious process which is sometimes in challenging environments 

(Haneberg, 2008). A number of approaches to using remote sensing technologies for characterising 

slope discontinuities have been proposed (Slob et al., 2005; Haneberg, 2008; Abellán et al., 2014; 

Assali et al., 2016) which all set out with common aims for using 3D data to overcome the inherent 

disadvantages of manual field surveys such as; bias introduced through user knowledge, sampling 

method and instrument error; safety risks when operating in proximity to unstable slopes or along 

busy highways and; difficulty associated with accessing steep, tall rock faces with obscure ridges 

and overhangs (Slob et al., 2005). Advances in the capabilities of laser- and photogrammetry-based 

techniques in recent years have allowed un-paralleled levels of detail which lends itself well to 

deployment in remote, unsafe and difficult-to-access areas.  

Dunning, Massey and Rosser (2009) explore the use of Terrestrial Laser Scanning (TLS) for 

characterising geometry and structural geology of unstable slopes in the Himalayas. Using 

commercially-available packages, they extracted structural information and noted the considerable 

benefits over traditional engineering approaches such as the logistical operation with portable 

equipment in difficult terrain (Dunning, Massey and Rosser, 2009). A number of innovative 

packages and algorithms have been developed that make use of (solid) images and survey data for 

analysing the characteristics of slope discontinuities, which as already discussed, are the principal 

source of instability in slopes. Bornaz and Dequal (2004) introduced the notion of "solid image" as 

the enrichment of a classical 2D digital image with the corresponding 3D geometrical information 

(e.g. a photogrammetric point cloud, TLS reflectivity data etc.). Some examples of this are presented 

by Assali et al. (2016), who create a product that uses solid images to model discontinuities; Slob et 

al. (2005), and Lato and Vöge (2012), who both present a method for using 3D survey data to 

determine the orientation of discontinuity sets and; Riquelme et al. (2015) and Riquelme, Abellán 

and Tomás (2015), who present a Matlab-based approach to the automatic characterisation of 

discontinuities based on their orientation and a method for calculating their spacing. 

 

2.3.1 Slope Mass Rating (SMR) 

The SMR (Romana, 1993) was also originally developed for tunnelling applications, and the 

system derives from the RMR (Bieniawski, 1976) with the addition of four slope correction factors 

which account for the geometrical characteristics of discontinuities relative to the slope and the 

slope excavation method (if any). The classifications of SMR and their respective descriptions are 

summarised in table 2.3 (Romana, 1993), though support mechanisms have been removed from 

the original table as they are not applicable in this study of natural (unsupported) slopes. As in the 

case of RMR, SMR is a discrete classification system which can lead to major changes in the final 
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Figure 2.4: Rockfall intensity in response to meteorological conditions (from Krautblatter and Moser (2009)). Secondary 
rock-fall events are defined as: "a short-term mass deposition of fine-grained rock-fall material that originates from 
intermediate storage in the rock wall and is released by fluvial processes and debris-saturated flows active in the rock 
face" (Krautblatter and Moser, 2009). 

 

Crozier (2010) also explains that results to date give sufficient indications of a slope failure 

response to climate change to provoke precautionary management decisions, but explains that 

there is still a high level of uncertainty surrounding global predictions. Huggel, Clague and Korup 

(2012) argue that the evidence for linking slope stability with climate variability is ambiguous and 

speculative. They conduct a comprehensive analysis of recent slope failures in mountain ranges 

around the world (the European Alps, Americas and Caucasus), to determine whether a link exists. 

They state that research of slope failure frequency through a warming phase is still limited and that 

"there is still no unambiguous evidence that the frequency or the magnitude of slope failures has 

changed over this period" (Huggel, Clague and Korup, 2012). However, they identify three principal 

mechanisms through which climate change may affect the nature of slope failure activity in high-

mountainous environments (Huggel, Clague and Korup, 2012): 

 

1)  "positive feedbacks acting on mass movement processes that can be reinforced after a 

climatic stimulus independently of climate change; 

2) threshold behaviour and tipping points in geomorphic systems; 

3) storage of sediment and ice involving important lag-time effects." 
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In regards to mechanism number 2, they suggest that warming above certain thresholds 

may trigger a tipping point where a sudden shift to a contrasting dynamical regime could occur 

(Huggel, Clague and Korup, 2012). 

 

2.4.1 Permafrost 

Areas of high altitudes and latitudes such as the steep rock-walls found in many parts of 

the European Alps are influenced by permafrost (Hasler, Gruber and Beutel, 2012) and ice-filled 

discontinuities (Davies, Hamza and Harris, 2001) which are particularly vulnerable to thawing as a 

consequence of climatic warming. Permafrost is a term used to refer to subsurface material that 

exists at a constant temperature of 0° C or below for a minimum of two years (Muller, 1947), whilst 

the active layer defines a subsurface layer that is subject to annual thawing and freezing. Elevation 

and topographic aspect are the most important factors governing permafrost distribution with the 

influence of the latter increasing with continentality (Etzelmüller and Frauenfelder, 2009). In high-

relief regions, such as the Alps study sites in this thesis, topographic aspect is a key parameter when 

assessing the permafrost distribution pattern (Gruber and Hoelzle, 2001; Etzelmüller and 

Frauenfelder, 2009). The thawing of permafrost across North-facing slopes in the Alps is controlled 

through the influence of air temperature (long-wave radiation) whilst South-facing slopes 

additionally receive solar insolation (short-wave radiation) and therefore exhibit greater inter-

annual variability of thaw depth (Gruber, Hoelzle and Haeberli, 2004). The degradation of 

permafrost and deepening of the active layer is considered to be an increasing hazard in alpine 

environments and its effect is thought to increase the likelihood of rock-fall activity (Krautblatter, 

Funk and Günzel, 2013). In response to changes in atmospheric temperatures across high-altitude 

rock-walls in the European Alps, surface and subsurface ice loss has resulted in the destabilisation 

of large parts of mountain faces, initiating a cascade of slope failures which have received 

considerable attention in the literature (Huggel, Clague and Korup, 2012). 

Ravanel et al. (2010), identified a number of pieces of evidence to support the hypothesis 

of increased rock falls in line with increasing atmospheric temperatures; 

 

1) physical processes linking climate and collapses exist; 

2) many collapses originate from permafrost areas; 

3) cracks filled with ice are common in high mountain rock walls and, frequently, ice is exposed 

in fresh detachment scars, or seeping water can be observed, even in very dry conditions; 

4) the intense rock fall activity of the 2003 summer heat wave points to permafrost 

degradation as the only plausible explanation (Gruber, Hoelzle and Haeberli, 2004) and; 
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define the glacial perturbation of fluvial systems, paraglacial research has seen much development 

and elaboration beyond this in the years since their work (Ballantyne, 2002b). Etymologically the 

term paraglacial literally means next to the ice (Mercier, 2008) and thus, geomorphic activity, slope 

stability and the trajectory of hill-slopes toward stabilisation through failures during a period of de-

glaciation can be considered within the framework of paraglacial geomorphology (Curry, 1999; 

Ballantyne, 2002b; McColl, 2012). This concept refers to non-glacial processes that are triggered or 

prepared (whereby deglaciation is the preparatory factor as defined in section 2.3.2) by the 

transition of an environment from glacial to non-glacial conditions. It does not introduce any new 

phenomena as all processes can be seen elsewhere in environments where no glaciation has 

occurred but specifically considers events where the effect of ice removal has in some way affected 

their occurrence (Ballantyne, 2002a). Paraglacial land systems are complex and their behaviour 

span a range of time-scales from immediacy to millennia, limited by sediment supply and natural 

and anthropogenic secondary perturbations (Ballantyne, 2002a; Curry, Cleasby and Zukowskyj, 

2006). These land systems are also typically staggered by intermediate sediment storage 

(Ballantyne, 2002b; Mercier, 2008). 

Research has typically focussed on the following contexts: (i) adjustment of rock-slopes, (ii) 

adjustment of sediment-mantled slopes, (iii) modification of glacier forelands, (iv) fans, debris 

cones and valley fills, (v) sedimentation and fluvial redistribution, (vi) lacustrine sedimentation and 

(vii) coasts and glaciated shelves (Ballantyne, 2002b). Ballantyne (2002b) provides an extensive 

review within each context, whilst McColl (2012), provides a detailed review of paraglacial rock-

slope stability and Curry (1999), looks specifically at the modification of sediment-mantled slopes. 

Error! Reference source not found.10 is an interrupted sediment cascade presented by Ballantyne 

(2002b) to demonstrate the links between each of the paraglacial land systems from source to sink. 

At the initial stages, terrestrial inputs of sediment form a number of depositional landforms which 

are susceptible to reworking and form secondary landforms. As the supply of sediment to these 

stores slows, successive erosion will carry the sediment to its sink, resulting in a net erosion across 

the land system (Ballantyne, 2002b). Mercier (2008) presented the land system schematic in Error! 

Reference source not found.5 to demonstrate the spatial distribution of various paraglacial 

landforms in the pro-glacial zone. Much of the existing literature has focussed on the pro-glacial 

zone, or within valleys that are no longer occupied by ice. The paraglacial zone defines the extent 

of the area in which paraglacial activity occurs and is known to be transient and hard to define (Lane 

et al., 2016), yet there is relatively little existing work that focusses on the adjustment of slopes in 

actively deglaciating mountain valleys like that presented herein. The sediment cascade presented 

by Ballantyne (2002b) does not account for glacial reworking of deposited sediments, or changes in 

glacial behaviour as a consequence of failures (section 2.7.1). 
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Figure 2.5: Schematic of a paraglacial land system (from Mercier, 2008). 

 

2.5.1 Glacial Debuttressing  

Following the removal of a load from a rock-wall, the slope undergoes rebound, defined by 

Nichols (1980), as "the expansive recovery of surficial crustal material, either instantaneously, time-

dependently or both, initiated by the removal or relaxation of super-incumbent loads." Whilst 

tectonic stresses are the most common cause of joints in rock masses, rebound can result in a 

number of non-tectonic joints which some have suggested can be created through glacial processes 

(Augustinus, 1995; Ballantyne, 2002b). Others have argued that the loading and subsequent 

unloading of a glacier may not be enough to produce stress-release joints (McColl and Davies, 

2013). Discontinuities (used here as an encompassing term for joints, fractures and other features 

where continuous rock mass is interrupted) penetrate all rocks to some extent, and are typically 

part of well-defined sets which differ in persistence, spacing, curvature and parallelism (Harland, 

1957). They weaken the rock mass, providing failure surfaces and pathways for water flow and 

weathering processes (McColl, 2012) (see section 2.8). 
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Non-tectonic joints are easily distinguishable from those of tectonic origin as they are 

dominantly extensional fractures, usually sub-parallel to the local topography, increase in density 

towards the surface, are very local in extent, normally have little or no filling material and 

sometimes cross-cut or terminate at tectonic joints (Nichols, 1980; McColl, 2012). Often referred 

to as sheeting joints (also as exfoliation, stress-relief or -release joints), they have been a topic of 

discussion for many years (e.g. Nile (1872)) and are renowned for their role in landscape 

development (Martel, 2006). They have been observed to exist in environments that have 

previously undergone high compressive stresses parallel to the surface (Nile, 1872; Martel, 2006). 

Often they occur where stresses are measured to be higher in the horizontal than vertical 

orientation (i.e. slope-parallel rather than slope-perpendicular) (Hencher et al., 2011), which 

indicates that the failure may have been induced by compressive stresses (McColl, 2012). Collins 

and Stock (2016) demonstrated the instability of sheeting joints and highlighted their importance 

of cyclic heating and cooling on the rate of deformation of sheeting joints in the Yosemite National 

Park. They monitored a sheet of rock (weighing 20 tonnes) that fluctuated towards and away from 

the intact rock by up to 1 cm each day under the effect of thermal expansion and contraction, which 

they state will ultimately lead to the propagation of failure (Collins and Stock, 2016). 

Ballantyne (2002b) explains that in areas previously glaciated, the loading of rock by the 

weight of the overlain ice induces internal stresses that are far greater than can be expected from 

self-weight loading alone. The removal or downwastage of the ice releases strain energy, which 

may result in the redistribution of the principle stress field and development of a region of tensile 

stress behind the slope (Ballantyne, 2002b). These phenomena have been widely discussed in the 

paraglacial literature (section 2.5) and often referred to as glacial de-buttressing. The underlying 

principle of this theory is that the removal of a load pressure as a glacier retreats and thins is enough 

to reduce stability (in the case of a preparatory mechanism) or even trigger failure if the slope is 

already unstable. However, McColl (2010) argues that this is most likely not the case as rock has a 

much higher density than ice. Therefore, the ice buttress would simply 'flow' under the applied 

stress of a failed slope, allowing said slope to fail into the ice whilst the glacier is still in place (McColl, 

2010; McColl and Davies, 2013). In this case, the glacier will potentially not prevent failure, though 

the retreat of ice and exposure of the rock-wall may hasten collapse (McColl, 2012). 

 

2.5.2 Sediment-Mantled Slopes 

The rate of glacial thinning significantly influences the processes of sediment reworking 

(Cossart et al., 2008). Steep-sided, gullied lateral moraines are a common feature of actively 

deglaciating and deglaciated landscapes and are inherently unstable, conditioned by their gradient 

and morphology (Curry, Sands and Porter, 2009). It has been found that paraglacial modification of 
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slope form has led to a localised reduction in overall slope gradients, whilst the development of the 

slope-foot and debris cone accumulation results in an overall reduction in slope concavity 

(Ballantyne and Benn, 1994; Curry, 1999; Curry, Cleasby and Zukowskyj, 2006). The development 

of gully systems is observed to be the primary mechanism of paraglacial slope adjustment by Curry 

(1999), and explains that glacigenic sediment is stripped from the upper parts of the slope and 

deposited downslope in debris cones. Curry, Sands and Porter (2009) find that the steep-sided 

sediment-mantled slopes are able to survive decadal time-scales in a quasi-stable state, dependent 

on the lithology and fabric of the sediment though within 50 years of de-glaciation, the gully 

systems are considered to have reached their maximum dimensions (approximately 26 m deep and 

46 m wide) (Curry, Cleasby and Zukowskyj, 2006).  

Ballantyne (2002b) provides a comprehensive review of the paraglacial modification of 

sediment-mantled slopes, explaining that debris flows (see section 2.2.1) are the most dominant 

agent of erosion. A number of authors have noted that debris flows and debris slides commonly 

occur across recently-exposed lateral moraines (Dortch et al., 2009). The deposition of parallel 

levees at the base of the slope is characteristic of individual flows (Ballantyne, 2002b) and 

Ballantyne and Benn (1994) find that some were initiated by rainstorms whilst others occurred 

during rapid spring melting of late-lying snowbeds at gully heads. Others have found that in valleys 

where glacier downwastage has recently exposed steep-sided lateral moraines, the slopes can be 

rapidly and extensively modified by translational sliding, debris falls and debris avalanches (see 

section 2.2.1) (e.g. Blair, 1994). At higher altitudes, ice-cored sediment slopes are susceptible to 

modification as the underlying ice melts (Ballantyne, 2002b). Curry (2000) and Curry, Cleasby and 

Zukowskyj (2006) suggest that initial slope gradients of >30° are required for slope modification by 

debris flows (fig. 2.6), and that a higher density of gullies is associated with a sediment layer 

thickness of >10 m. Gullying was also shown to be positively linked with mean annual precipitation 

(Curry, 2000; Ballantyne, 2002b). The prevalence of debris flows across sediment-mantled slopes 

has interesting implications that must be considered during the analysis of slope failure 

distributions in this study. Quantified events are most likely not discrete rockfalls and rather a mass 

movement of in the form of a rapid downslope flow of poorly sorted sediment and water. 
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the glacier and rates of sediment evacuation have been shown to be variable; (ii) that which is 

produced by weathering and instability of de-glaciated bedrock, where over-steepened rock-slopes 

are prone to failures through processes such as those discussed in section 2.5 and; (iii) that of 

glacigenic origin that covers hill-slopes or accumulates in depositional landforms such as lateral and 

terminal moraines, and is subject to significant reworking following de-glaciation through a wide 

range of geomorphological processes (Carrivick and Heckmann, 2017). Ballantyne (2002b) also 

suggests a fourth; coastal glacigenic deposits, though the focus of this thesis is mountain 

environments, so this will not be discussed further. 

 

2.6.2 Stores 

Depositional landforms often create neighbouring, overlapping or underlying land surface 

patterns where sediment is stored demonstrating coupling and decoupling relationships (section 

2.6.4) (Otto et al., 2009). The capacity of these storages is considered a critical parameter in 

determining the paraglacial sediment budget (Ballantyne, 2002a; Otto et al., 2009). Primary 

depositional landforms such as talus accumulations, debris cones, alluvial fans and valley fills and 

secondary stores such as valley fills and lake deposits all act to interrupt the transfer of sediments 

from source to sink. 

 

2.6.3 Connectivity 

Sediment connectivity is defined by Bracken et al. (2015) as the "connected transfer of 

sediment from source to a sink in a system, controlled by how the sediment moves between all 

geomorphic zones in a landscape." In a well-connected catchment, eroded sediment (or that which 

has been remobilised) is effectively transferred along sediment cascades, whereby it flows from 

hill-slopes, through a network of transportation channels down to a catchment outlet. In this 

system, there are no long-term stores where sediments may be deposited. In reality, most land 

systems are complicated with temporary storages such as those discussed in section 2.6.2 and 

Ballantyne (2002b) considers this in terms of an interrupted sediment cascade (Error! Reference 

source not found.10). At the initial stages, sediment input from terrestrial sources produce a range 

of primary depositional landforms (see section 2.6.2), and eventually as sediment influx to these 

primary stores slows, it is succeeded by net erosion (Ballantyne, 2002b). Some of this material may 

work its way through the entire system to its depositional destination, whilst other quantities may 

undergo successive cycles of re-deposition and remobilisation through secondary sediment stores, 

the speed of which is influenced by a whole host of extrinsic factors such as uplift rates, climate 

change, extreme climatic events (e.g. Kociuba (2015)) and where present; anthropogenic activity 

(Ballantyne, 2002b). 
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Figure 2.10: Simplified paraglacial sediment cascade, showing the principal primary and secondary sediment stores and 
main sediment transfer processes (from Ballantyne, 2002). 

 

Sediment connectivity is determined by the spatial configuration of landforms and the 

activity of geomorphological processes (Carrivick and Heckmann, 2017). The sediment cascade and 

quantity of sediment exported from the glacial valley depends on (a) the rate of sediment 

production, and (b) the degree to which the subsystems of transport networks are decoupled from 

one another or interrupted (Geilhausen et al., 2013). Geilhausen et al. (2013), examined the 

sediment discharge from the pro-glacial zone of the Obersulzbachkees, Austria. They found that a 

pro-glacial lake significantly reduced the connectivity between sediment production and 

downstream fluxes, hypothesising that a gradual build-up of sediment in the lake will drastically 

alter its future role within the cascade from a sink to a throughput, which will in turn affect the 

stream power and downstream sediment yield (Geilhausen et al., 2013). Kociuba (2015) also finds 

that a lake that periodically forms in the upper part of the Scott River valley serves as an outflow 
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regulator, buffering the supply of sediment from the glacier. The existence or non-existence of 

lateral moraines has also been found to have significant impacts on the rate of sediment transfer 

and available space for storage landforms (Laute and Beylich, 2014; Carrivick and Heckmann, 2017). 

For example, Heckmann et al. (2016) observe that the space between the crests of LIA lateral 

moraines and the adjacent hill-slope can intercept slope failure material from falling to the valley 

floor. 

 

 

Figure 2.11: Conceptual figure demonstrating the link between sediment accumulation and sediment connectivity, and 
the dependence of the latter on the sequence of previous events. Event (A) produces a significant amount of sediment 
connectivity because of the extensive sediment accumulation before its occurrence, but event (B), shortly afterwards is 
limited by the sediment supply. Sediment connectivity is subsequently stronger when accumulation has again reached a 
suitable level, as in event (C). From Bracken et al. (2015), after Wolman and Miller (1960). 

 

 Bracken et al. (2015) provides a comprehensive overview of sediment connectivity, 

explaining that broader-scale connectivity can often be facilitated over the short-term by the 

redistribution, accumulation and storage of sediments. They go on to explain that as a consequence 

of sediment availability, the degree of connectivity within a land system is largely dependent upon 

the time elapsed since previous events (Bracken et al., 2015) (Error! Reference source not 

found.11). Furthermore, they describe how high-frequency small-magnitude events will continue 

to supply sediment from slope failures in the time between lower-frequency high-magnitude 

events, and that a suitable approach for addressing issues arising from this spatial and temporal 

variability is the use of frequency-magnitude distributions that account for cross-scale 

dependencies (Bracken et al., 2015). Kirkbride and Deline (2018) explain that whilst glacial retreat 
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exposes vast stores of sediment, the level of connectivity is likely to reduce during the post-glacial 

phase as sediment delivery from lateral moraines through slope failure does not reach the 

proglacial channels. This is discussed further in section 2.7.2. Ultimately, sediment dynamics remain 

highly location specific with various factors controlling the connectivity of a landsystem. Geilhausen 

et al. (2013) look at how the presence of a proglacial lake can also serve to decouple the system 

explaining that if glacial retreat, accelerated by climate change, exposes natural basins being 

capable of forming proglacial lakes, then the downstream hydrological and geomorphological 

systems in such catchments will be significantly altered by the associated discharge modifications, 

suspended sediment trapping, decoupling effects and long-term sediment storage.  

 

2.7 Consequences of Slope Failures 

Slope failures are a principle source of sediment into mountain land systems and have a 

number of geomorphological consequences that can vastly alter land system processes and 

sediment connectivity. Developing a better understanding of how slope failures and de-glaciation 

affect sedimentary transfer processes and sediment budgets in Alpine environments is a difficult 

task. 

 

2.7.1 Glacial Consequences 

Slope failures that fall onto glaciers can drastically alter their behaviour. Continuous debris 

cover across a glacier surface has the potential to both increase and decrease rates of ablation, 

dependent principally on cover thickness, albedo feedbacks and insulation (Reznichenko et al., 

2010). This was observed by Agassiz (1840), in some of the earliest glacial studies, who noted that 

there was a reduction of ice melting under medial moraines and supra-glacial debris. For example, 

the Miage glacier in the Italian Alps, continues to flow right down into Val Veny at lower altitudes 

than other glaciers at similar latitudes due to the thick protective covering of successive slope 

failure deposits (Mihalcea et al., 2008). Following a rock avalanche onto the neighbouring Brenva 

glacier, the ice advanced 100 m over the following two years, continuing to do so well beyond 1925 

when other glaciers in the area ceased to advance, until 1941 where it almost reached its LIA 

maximum extent (Porter and Orombelli, 1980; Deline, 2009; Reznichenko, 2012). In areas where 

rock avalanches have fallen onto the surfaces of warm-based glaciers, the mass added has been 

shown to accelerate the ice-flow velocity (Shulmeister et al., 2009). In the Himalayas, superficial 

debris cover has been shown to prevent glacial retreat in a similar fashion to the Miage however, 

the glaciers continue to thin beneath the cover, losing mass at similar rates to debris-free glaciers 

leaving some in a critical state (Brun et al., 2016). This has been referred to as the debris-covered 

glacier anomaly (Pellicciotti et al., 2015) and has been shown in part to be a result of mass lost at 
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aerial maps than slope failure area, excluding runnout, and volume (section 2.9.2). Malamud et al. 

(2004a), explains that inventories created soon after an event are substantially more complete than 

those which span tens to thousands of years which suffer from censoring of deposits and failure 

areas through secondary Earth system processes. As a result, historical inventories are 

characteristically associated with underestimating the existence of small-magnitude slope failures 

(Malamud et al., 2004a). However, where larger-magnitude slope failures fail into glacial or fluvial 

systems, they too have been shown to rapidly be reworked and censored within the land system 

(e.g. Dunning et al., 2015). Malamud et al. (2004a) also outlines a number of factors that can affect 

the reliability of historic slope failure inventories: 

  

i) the age of the slope failure and its "freshness" (i.e. how visible it is in the landscape); 

ii) the quality, scale and resolution of aerial imagery and base maps used for identifying slope 

failures; 

iii) the morphological and geological complexity, and whether this obscures the aerial imagery 

or the ability to identify slope failures; 

iv) how the land is used, and how it may have been modified since the slope failure; 

v) the degree of experience and level of knowledge of the researcher(s) involved. 

 

Slope failure inventories can also be tailored for focussing on the effect of particular 

magnitudes, for example, Korup et al. (2007b) compiled an inventory of slope failures above a 

threshold magnitude of 108 m3 to specifically examine whether larger slope failures govern mean 

local relief in mountain ranges around the world. They find that hill-slope adjustment is significantly 

accommodated by large slope failures and that landscape evolution models which rely on critical 

relief thresholds for failures may significantly underestimate the role of large-magnitude events in 

landscape erosion (Korup et al., 2007b). Guzzetti et al. (2008) use an inventory prepared by 

Cardinali et al. (2001), of over 18.5 thousand slope failures in central Italy to examine their 

distribution. They found the principal control to be the surface geological conditions, noting that 

the slope failures had altered the topography considerably (Guzzetti et al., 2008). 

2.8.1 Measuring Slope Failures 

Historical inventories are typically created using maps and aerial imagery and the number 

of slope failures in an area is relatively easy to obtain where complete and accurate inventory maps 

exist. So too, is the calculation of area and density of slope failures from maps in digital form using 

GIS software, as well as the frequency of slope failures when these resources are available in multi-

temporal series. However, the calculation of volume is a more difficult task as it requires 
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law (eqn. 4.6), they are considered scale invariant, whereby there is a commonality in form and 

process across a wide range of scales (Bak, Tang and Wiesenfeld, 1987a; Wood, Harrison and 

Reinhardt, 2015). However, gaining quantitative evidence of scale invariance of slope failures is no 

trivial matter and would require survey scales of at least the temporal and spatial scale over which 

the distribution is implied. Perhaps the most renowned example of this behaviour in 

geomorphology is that of the Sand Pile model, where sand particles are steadily added one by one 

to a pile and their behaviour is driven by gravity and friction. When a critical slope is established, 

simply adding one more grain of sand could generate a 'failure' until eventually, the slope will 

stabilise around the angle of repose (van den Eeckhaut et al., 2007). 

It is commonly seen in Earth Science literature, that natural phenomena are interpreted as 

following a power-law based on the approximation of a straight-line on a doubly logarithmic plot, 

however, this has been shown by several authors to not be a sufficient method of satisfying such a 

distribution (Newman, 2005; Stumpf and Porter, 2012; Virkar and Clauset, 2014; Gillespie, 2015). 

Chapter 4 (section 4.7) details the methodological approach (from Clauset, Shalizi and Newman 

(2009)) used in this thesis to statistically validate power-law and log-normal distributions drawn 

from the data. Whilst a power-law is the most commonly used statistical distribution to describe 

the probability of slope failures (e.g. Guzzetti et al., 2002; Barlow et al., 2012; Bennett et al., 2012), 

some authors have found that a log-normal statistical distribution is a better fit (e.g. Kelsey et al., 

1995; Dunning et al., 2007; Chaytor et al., 2009). In this thesis, the validity of both distributions are 

tested. To understand the implications of whether a dataset is better fit to a power-law or log-

normal, it is necessary to highlight the difference between them. They often connect naturally 

through similar generative models and thus, it is not uncommon for datasets to apparently follow 

both. However, distinguishing between the two is no trivial matter and in this study, a statistical 

likelihood test initially proposed by Clauset, Shalizi and Newman (2009) is performed to generate a 

goodness of fit value for both power-law and log-normal distributions (see section 4.7).  

A log-log distribution over several orders of magnitude is strictly required for a power-law. 

Such a distribution also typically generates orders of magnitude more events of larger magnitude 

than would be expected under a normal distribution (Virkar and Clauset, 2014). A dataset is said to 

be log-normal when the probability distribution of the logarithm of x is normally distributed (i.e. 

magnitude (VL) is log-normally distributed if log(VL) has a normal distribution). A log-normal 

distribution, much in the same way as a power-law distribution, is a skew distribution with many 

small values of magnitude and fewer large values and therefore the mean is usually found to be 

greater than the mode. A log-normal distribution suggests a lower likelihood of smaller magnitude 

failures than a power-law and could go some way to explaining the rollover in their probability in 

existing inventories (e.g. fig. 2.12). The argument over whether a log-normal or power-law 

distribution is a better fit to empirically observed data is a matter that has been widely discussed 
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2.9.1 Background and Development 

Much of the SfM technique in its current form is down to the work of Snavely (2008), whose 

PhD thesis focussed on the reconstruction and digital visualisation of scenes from mass-

downloaded internet photo collections. His work focussed on solving the problem of calculating the 

camera position, without any priori GPS information, along with producing two pieces of 

visualisation software which together, create a "3D experience for famous sites" (Snavely, 2008). 

The principle was that areas of particular interest to tourists are photographed millions of times 

each year from a number of similar perspectives, though slightly different positions (Error! 

Reference source not found.14), the overlapping, matching pixels of which can be used to 

reconstruct the 3D geometry of the scene. There are a number of problems that are encountered 

when trying to do so, namely the large variations in viewpoint, illumination, weather conditions and 

image resolutions amongst others (Snavely, Seitz and Szeliski, 2008). The workflow adopted by 

Snavely et al. (2008) is given in section 4.3.1, and a detailed review of the full SfM-MVS workflow 

can also be found in Smith, Carrivick and Quincey (2015). 

 

 

Figure 2.14: Large collections of internet photo-sets, used to automatically reconstruct 3D geometry at three popular 
tourist destinations (Snavely, 2008). 

 

 Westoby et al. (2012) presented the first introduction to SfM-MVS and its potential 

application in the geosciences, with examples from a number of contrasting locations (glacial 

landforms) and an assessment of model quality compared to TLS across a cliff section in Wales. 

They highlight the computational intensity of SfM-MVS data processing and storage demands owing 

to the sheer size of output datasets partly off-setting its logistical advantages (Westoby et al., 2012). 

Fonstad et al. (2013) followed this, finding that the results of an SfM-MVS workflow were of 
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comparable accuracy and precision to LiDAR data, noting the obvious benefits of such an accessible 

technique within geomorphological studies. 

 

2.9.2 Accuracy and Repeatability 

Using a SfM-MVS workflow, James and Robson (2012) report a relative precision of 

approximately 1:1000 with a Root Mean Square Error (RMSE) of ~1 m at a viewing distance of ~1000 

m using open source algorithms. Stumpf et al. (2014) suggest that relative precision of 1:500 and 

better is possible. In the case of the latter, images taken from a distance of 500 m from the subject 

(e.g. slope, cliff face, ground surface etc.) could yield topographical data from SfM-MVS processing 

that is precise to within ± 1 m. Both studies explain that although the SfM technique cannot yield 

the precision of the very latest high-end laser-based technology, it does offer a suitable alternative 

at a fraction of the cost, bulk and time (James and Robson, 2012). Lucieer, Jong and Turner (2013) 

achieved a precision similar to that suggested by Stumpf et al. (2014) of 1:500 with an RMSE of ~8 

cm at a distance of ~40 m, identifying a number of key sources of uncertainty. Mancini et al. (2013) 

found that the topographic quality and vertical accuracy of SfM-MVS models created using UAS 

imagery were directly comparable with GNSS survey data, whilst Nouwakpo, Weltz and McGwire 

(2015) found that flat surfaces showed the best level of agreement when benchmarking SfM-MVS 

data against TLS. They found that vegetation was a significant problem for HRT modelling using 

both technologies, and also observed a smoothing of fine-scale details in the SfM-MVS model, 

which they state highlights the importance of assessing model quality (Nouwakpo, Weltz and 

McGwire, 2015). Smith, Carrivick and Quincey (2015) explain that a general relationship between 

model quality and survey range is found across a synthesis of studies that have applied an SfM-MVS 

workflow. 

 

2.9.3 Applications in Geoscience 

SfM-MVS provides a unique opportunity for small- to medium-scale surveys to help further 

our understanding of complex fluvial systems. Such landscapes present a number of challenges to 

researchers, owing to the varied topography, partial inundation and high sediment mobility 

(Javernick, Brasington and Caruso, 2014). Woodget et al. (2014) used a UAS and SfM-MVS workflow 

for quantifying submerged fluvial topography, testing the techniques reproducibility and accuracy. 

After collecting imagery from two contrasting river locations, they found that their outputs were of 

'hyperspatial' resolution, with accuracy values approaching those typically obtained using costlier 

approaches such as TLS (Woodget et al., 2014). Tamminga, Eaton and Hugenholtz (2015) exploited 

the flexibility and ability to rapidly conduct an SfM-MVS survey by collecting pre- and post-flood 

topographic data along the Elbow River, Canada. It is unusual to obtain pre- and post-flood data 
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Carturan and Guarnieri, 2015), obtaining 'almost identical volumetric changes and mass balance 

estimates' from the two techniques. They highlight that camera network geometry and image 

baselines are important to consider, suggesting that a larger number or images with shorter 

baselines are preferable to a lower number of images with larger baselines (Piermattei, Carturan 

and Guarnieri, 2015). Rippin, Pomfret and King (2015) deployed a fixed-wing UAV above the Midtre 

Lovénbreen glacier in Svalbard, using SfM-MVS to create a Digital Elevation Model (DEM) and 

Orthomosaic (OM) with spatial resolutions of 10 cm and 5 cm respectively. They explain that one 

of the advantages of a technique that can yield such resolutions is the unique insight into the 

supraglacial hydrology of Midtre Lovénbreen, an often-overlooked area of glaciology (Rippin, 

Pomfret and King, 2015). The knowledge of supraglacial channelling afforded by SfM-MVS 

photogrammetry is crucially important in assessing ice surface roughness and thus, the energy 

balance. They go on to suggest that the effect of supraglacial drainage networks is most pronounced 

on glaciers where a lack of crevasses result in little water being directed internally (i.e. polythermal 

glaciers) and stress the importance of SfM-MVS (combined with UASs) of achieving similar insights 

across other areas of glaciology (Rippin, Pomfret and King, 2015). 

Coastal geomorphology requires high-resolution topographic data for a range of purposes 

to further our understanding of coastal sediment budgets. A number of researchers have utilised 

SfM-MVS as a way of achieving this, for example Mancini et al. (2013) assessed the use of the 

technique by comparing the data with TLS across an area of dunes on the North Adriatic coast, Italy. 

They demonstrate that both techniques show good agreement with GNSS ground truth data, 

adding that the point density of the SfM-MVS data appeared to correlate with the images textural 

properties (Mancini et al., 2013). Gienko and Terry (2014) utilised an SfM-MVS technique for 

modelling the shape of coastal boulders and calculating their respective volumes. They highlight 

the necessity to ensure homogeneous illumination across the survey area, and present a number 

of over-exposed examples where feature extraction failed and the SfM-MVS workflow fails (Gienko 

and Terry, 2014).  

Gonçalves and Henriques (2015) state that over the last century, rising sea, winds and 

storms have severely degraded sectors of the European coastal zone, and that frequent surveys are 

essential for monitoring geomorphic changes. They explain that the most problematic areas are 

frequently rather small (< 1 km extension) and that costly large-scale aerial surveys are unnecessary 

(Gonçalves and Henriques, 2015). In these instances, small UAS and the SfM-MVS workflow present 

a desirable alternative to more established techniques. Finally, Brunier et al. (2016) tested the 

application of SfM-MVS on Montjoly beach, French Guiana, to assess the mass budget changes 

associated with a unique type of beach rotation mechanism. They explain that the technique is a 

good 'compromise between accuracy, data density and measurement reproducibility for 

morphometric surveys of geomorphologically dynamic landforms', achieving an accuracy of less 
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than 10 cm and commenting on the negative impact of the 'bowl effect' (Brunier et al., 2016). The 

'bowl effect' is a concave distortion that appears across a number of studies (Kaiser et al., 2014; 

Ouédraogo et al., 2014b; Brunier et al., 2016; Haas et al., 2016), and is an artefact of inherent lens 

distortions in un-calibrated cameras. It can mostly be removed by combining nadir imagery with 

oblique images and appropriate ground control distribution as demonstrated in the methodological 

development of this research (section 4.3.2). 

Regularly monitoring hill-slopes using high spatial and temporal resolution provide 

significant insights into their behaviour and hazard potential however, by their very nature, hill-

slope studies are often performed in environments where access, equipment and movement all 

present significant logistical challenges. Often terrestrial studies are restricted in scale because of 

this, whilst aerial studies are restricted by the requirement for high capital investment. These 

problems are largely overcome by using an SfM-MVS workflow, where the equipment is small and 

robust enough to be carried into the most challenging environments, cheap enough to be accessible 

for even the most modest of budgets, and rapid enough to cover large areas in a relatively small 

amount of time. Lucieer, Jong and Turner (2013) used SfM-MVS to map an active rotational slump 

in southern Tasmania, using 39 DGPS GCPs which resulted in a vertical and horizontal RMSE of 6.2 

and 7.4 cm respectively. They explain that illumination of the scene presents a major source of 

uncertainty, alongside changes in vegetation height between consecutive time-series analysis 

(Lucieer, Jong and Turner, 2013). In order to quantify horizontal ground displacements, an image 

correlation algorithm (COSI-Corr) was used and the results matched well with visual interpretations 

(Lucieer, Jong and Turner, 2013). 

The Super-Sauze slope failure, a clay-rich slow-moving slope movement in the French Alps, 

was monitored by Stumpf et al. (2014). They used the 3D cloud-to-cloud differencing algorithm, 

M3C2 (Lague, Brodu and Leroux, 2013) to quantify change between consecutive surveys, stating 

that it was a 'versatile and accurate tool for reliable detection of changes' (Stumpf et al., 2014). The 

work utilised open-source solutions for implementing SfM-MVS and thus, further reduced the 

required capital to produce topographical datasets that are of comparable quality (albeit slightly 

lower in this case) to TLS or GPS (Stumpf et al., 2014). Al-Rawabdeh et al. (2016) conducted research 

in an area of Jordan prone to rainfall-induced creep slope failures. Using a 3D point cloud created 

using SfM-MVS with a consumer-grade UAS and surface roughness, they present a novel workflow 

for automatically detecting slope failure scarps in 3D datasets hence reducing the need for 

hazardous ground data collection (Al-Rawabdeh et al., 2016). They explain that future work would 

benefit from multi-temporal SfM-MVS analysis as well as the development of filtering techniques 

to remove point cloud features that are typically associated with erroneous measurements such as 

vegetation and shadowing (Al-Rawabdeh et al., 2016). 
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2.10 Change Detection 

Measuring topographic change is of fundamental importance for the study of geomorphic 

processes, and is a powerful tool for discovering links within connected land systems and 

understanding rates, patterns and spatial behaviours of erosional processes (Cook, 2016). Time-

series analysis of HRT datasets for understanding the magnitude, frequency and spatial distribution 

of change has been demonstrated by a huge number of studies (e.g. Otto et al. (2009), Schürch et 

al. (2011), Strunden et al. (2015b) and Westoby et al. (2015b) amongst others). The use of HRT data 

for change detection involves calculating the difference (i.e. the topographical change) between 

successive surveys and usually takes the form of a DEM of Difference (e.g. Javernick, Brasington and 

Caruso, 2014), Cloud to Mesh (e.g. Barnhart and Crosby, 2013) or Cloud to Cloud (e.g. Benjamin, 

Rosser and Brain, 2016) differencing approach, implemented in GIS or specialist 3D manipulation 

software and each with their advantages and disadvantages. 

 

2.10.1 2D, 2.5D and 3D 

2D representations of a 3D surface are often in a two-axis vector or raster grid format (x 

and y). 2.5D is the reduction of a 3D surface to a quasi-3D state whereby the surface elevation isn't 

an independent variable and there can only be a single elevation value (z) for any surface at any 

location. 3D surfaces are a true representation of 3D data where three completely independent 

dimensions (x, y and z) fully describe 3D geometry of objects. 

Topographical datasets are traditionally stored and analysed as 2/2.5D grids of elevation 

(raster datasets) such as Digital Elevation Models (DEMs) and triangulated irregular networks (TINs) 

and as such, a large library of algorithms and programs that are dedicated to analysing these 

formats currently exist (Lague, 2014). The same is true for the quantification of change and 

volumetric calculations (Benjamin, Rosser and Brain, 2016). A number of studies have used 2D and 

2.5D approaches to successfully estimate differences in time-series data such as; for monitoring 

coastal cliff erosion (e.g. Lim et al., 2005) and surface elevation differences of alpine glaciers (e.g. 

Piermattei, Carturan and Guarnieri, 2015). However, all instruments that generate high-resolution 

topographical datasets natively (i.e. the raw data format from the instrument) create them in 3D 

point cloud format (e.g. ALS, TLS, SfM) and an interpolation of these datasets for 2/2.5D analysis 

will inevitably result in a loss of detail, limiting the accuracy of change detection on complex 

surfaces (Lague, 2014; Benjamin, Rosser and Brain, 2016). A gridded representation of 3D 

topographical data necessarily introduces bias on vertical and overhanging areas, and differencing 

successive datasets in this manner provides a single dimension of change, usually in the direction 

of the sensor position leading to issues with occlusion (Lague, Brodu and Leroux, 2013; Benjamin, 

Rosser and Brain, 2016). 
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This literature review establishes the research goals of this thesis outlined in section 1.3 

and highlights key areas of focus for research in the future.
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3 Study Areas 
 

Far, far above, piercing the infinite sky, 
Mont Blanc appears - still, snowy, and serene - 

Its subject mountains their unearthly forms 
Pile around it, ice and rock; broad vales between 

Of frozen floods, unfathomable deeps, 
Blue, as the overhanging heaven, that spread 

And wind among the accumulated steeps. 
 

Mont Blanc, Percy Bysshe Shelley, 1816 
 

 

3.1 Introduction 

This chapter will discuss relevant background information each of the field sites, as well as 

a general background to the Mont Blanc massif in general. 

 

3.1.1 Site Selection 

The data for this research were collected across slopes of the Mont Blanc Massif (MBM). 

An additional dataset was collected in the first season from the Rhône glacier, Switzerland, for the 

purpose of testing the methodological approach. In this chapter an introduction to the MBM and 

the Rhône glacier, their settings and general conditions are given. The principle study site, the 

MBM, was selected for a number of reasons; 

1) The range is characterised by a variety of glacier types offering a unique opportunity to 

capture data above clean-ice and debris-covered glaciers, as well as extensive areas of de-

glaciated terrain with contrasting properties.  

2) It holds a central place in the history of alpinism and as such, is well documented through 

history. Past glacial extents are well constrained at a number of sites which is useful for 

determining whether slope failure distributions are driven by past glacial conditions. 

3) The range attracts over six million visitors per annum with approximately one in five 

accessing the mountains. Such popularity has resulted in a well-established mountain 

infrastructure which permits access to areas of the range that would otherwise take a 

considerable amount of time and logistics to achieve. 

 



57 
 

3.2 Mont Blanc Massif (background) 

The MBM (fig. 3.1) straddles the borders of France, Italy and Switzerland with an area of 

approximately 440 km2 and roughly 40 % glacier coverage.  To the NW, the range is bordered by 

the steep valley of Chamonix and is characterised by a combination of steep arêtes and jagged 

ridges. The slopes on the SW side of the range are more gentle with the majority of glaciers 

terminating at higher altitudes than those on the NW side. A combination of past and present 

glaciations, along with its topographical characteristics has resulted in a high rate of 

geomorphological activity within the range (Nussbaumer, Zumbühl and Steiner, 2007; Deline et al., 

2012; Bodin et al., 2015). Between 1990 and 2011, the French mountain police register reported 

291 rescue operations in the Goûter Couloir, along the standard route to the summit of Mont Blanc, 

which resulted in 74 deaths and 180 injuries. 30 % of the recorded accidents were caused by slope 

failure activities (Petzl, 2014). 

 

 

Figure 3.1: Study sites within the Mont Blanc massif; (A) Argentière; (B) Mer de Glace; (C) Bossons; (D) Miage; (E) Pre de 
Bard. Inset Top Left for location. (Credit: ESRI) 
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Home to the tallest mountain in Europe and some of the most spectacular peaks in the 

Alps, a widespread mountain-access infrastructure and a major international transport corridor; 

the MBM has rich history of alpinism and research. In 1741 two Englishmen, William Windham and 

Richard Pococke, discovered the Chamonix valley and explored the Mer de Glace. The publication 

of their discovery in European journals sparked an interest in many and in 1770, the first guest-

house was opened (ChamonixNet, 2016). Its popularity as a tourist destination continued to grow 

exponentially throughout the 19th century and has resulted in a rich archive of tourist imagery, 

capturing the fluctuations of glaciers and evolving mountain slopes since the dawn of photography. 

Some researchers (e.g. Nussbaumer, Zumbühl and Steiner, 2007; Zumbühl, Steiner and 

Nussbaumer, 2008; Nussbaumer and Zumbühl, 2012) have made use of this archive of change to 

analyse fluctuations of the range's glaciers. 

High mountain environments like the MBM are more sensitive to fluctuations in the climate 

than other environments (Haeberli and Beniston, 1998; Fischer et al., 2013). Since the termination 

of the Little Ice Age (LIA), the mass balance of the MBM glaciers (principally controlled by the 

interplay of winter precipitation and summer melt) has resulted in an overall retreat, with a 43 % 

loss in glacier area on the Italian side between 1852 and 2010, and 24 % loss on the Swiss side 

between 1850-2000 (Deline et al., 2012). This retreat was interrupted by a number of short 

advances as a result of an increase in winter precipitation compared with the twentieth century 

average however, over the last four decades the rate of retreat has accelerated (Deline et al., 2012). 

Although low in frequency compared to other mountain ranges such as the Andes and Himalayas, 

there are a number of debris-covered glaciers in the MBM with debris supplied from slope failure 

activity (e.g. Miage and Brenva on the Italian side) and erosion of lateral moraines (e.g. Mer de 

Glace on the French side) (Deline et al., 2012). The presence of debris on a glacier greatly affects its 

dynamic response to extrinsic factors and termini of debris-covered glaciers are observed to retreat 

much slower than those that are clean-ice. There have been no recorded large slope failure events 

in the MBM which have been triggered by retreating glaciers however, Vivian (1975, in French) 

reports a number of small rockfalls in the proglacial margins of the Mer de Glace and Argentière 

following their recent retreat (Deline et al., 2012). 

Variations in subsurface ice through degradation of permafrost can have a strong impact 

on the stability of steep rockwalls (Haeberli and Beniston, 1998; Fischer et al., 2013). The European 

Alps are south of the Northern hemisphere continuous permafrost zone, but permafrost persists 

within high-altitude rockwalls where an increase in rockfall activity has been attributed to increases 

in global mean temperatures (Ravanel and Deline, 2011).  An ongoing project, PERMAdataROC, has 

collected annual and seasonal time-series TLS data, along with in-situ observations from mountain 

guides, hut keepers and researchers across several rockwalls within the MBM since 2005 (Deline et 
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al., 2008). Throughout 2007 and 2008, the majority of observed rockfalls initiated in zones of warm 

permafrost (0 to -5°C). 

 

3.2.1 Geological Setting 

 

 

Figure 3.2: Geological map of the Mont Blanc area (after Leloup et al. 2005 and Rolland et al. 2003, modified by Ravanel 
et al., 2010). 1 Quaternary, 2 Dauphinois and Helvetic Mesozoic sediments, 3 Triassic, 4 carboniferous, 5 Mont Blanc 
granite, 6 Variscan metamorphic rocks (gneiss), 7 undifferentiated granites, 8 Penninic klippe, 9 Mont Blanc shear zone 
(gneiss), 10 Versoyen + Valais, 11 internal zones, 12 mapped shear zone network, 13 thrust, 14 late reverse fault. 
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Figure 3.3: Photographs of each of the field sites; (a) Argentière; (b) Mer de Glace; (c) Aiguille du Midi; (d) Bossons; (e) 
Bionnassay; (f) Miage; (g) Pre de Bard and; (h) Rhone. 
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Figure 3.9: Photographs documenting the extent and retreat of the Pre de Bard glacier in 1929 (a), 1969 (b), 1988 (c) and 
2015 (d). Surveyed slope indicated in (d). (Historic imagery credit: http://foto.ilsole24ore.com). 

 

3.3.6 Rhônegletscher, Switzerland (Test Site) 

The Rhône glacier (fig. 3.3 h) lies in the Alps of south-central Switzerland, flowing 

southwards from the slopes of the Dammastock Peak (fig. 3.10}) (Allen, 2006). It was the largest 

glacier in the Swiss Alps during the last glacial maximum (LGM) and remains one of the largest today 

at approximately 9 km in length with a surface area of roughly 17 km2. During the LIA, the terminus 

was about 600 m lower and 3 km further down-valley than its current position (Goehring et al., 

2012), where it sits behind a terminus lake at the head of a bedrock riegel (transverse pro-glacial 

bedrock ridge). This site was chosen to conduct a number of methodological tests in the first field 

season as it is easily accessible via a tourist path which leads to the front of the glacier and an ice-

cave attraction, from which the glacier can also be accessed. 

 

http://foto.ilsole24ore.com/
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Figure 3.10 Rhône Glacier, Switzerland. The survey was conducted along the lateral moraine which can be seen on the 
left of the glacier (flow-direction) at the lower meander. For context, the white sheeting used by Swiss authorities to 
reduce summer melting above the ice cave can be seen on the left-side of the terminus. The lake in front of the glacier is 
bound by a steep bedrock riegel. Red box denotes area of surveyed slope. (Credit: ESRI) 

 

3.4 Summary 

Data from the six sites introduced here will be presented in this thesis. Each site was 

surveyed on a different scale; for example, the Mer de Glace and Argentière surveys were 

conducted across the whole valley, encompassing reworked material of the lateral moraines and 

the rock-walls above them, whereas the Miage and Pre de Bard surveys were conducted on smaller 

scales across lateral moraines above the glacier and in the pro-glacial zone respectively. This 

variation in scale and type is the first of its kind and allows a much better understanding of range-

scale failure distributions; with smaller-scale surveys complimenting the larger-scales and vice 

versa. 
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levels of illumination and heavy shadowing should be avoided, though this isn't necessarily possible 

when operating in challenging environments within time constraints and as such ensuring a 

consistent level of lighting and minimising the interval between image capture is most ideal. 

Patches of featureless cover such as areas of clean snow and ice should be avoided as key point 

identification will struggle and result in lower point densities with poorer localisation accuracies. 

In this study, a combination of terrestrial, UAV and helicopter platforms were used for 

acquiring imagery, following the considerations above. The spatial coverage of imagery and the 

time taken to collect enough imagery with sufficient overlap to satisfy the desired spatial extent 

differed greatly depending on a number of factors. As well as this, the quality of imagery in terms 

of pixel ground coverage was also considerably different depending on the distance from the slope 

and the angle of incidence for each image. In the context of a mountain landscape, images captured 

from a terrestrial perspective (i.e. from the valley floor or glacier surface) were at a steeper angle 

with each pixel in the upper area of the image covering a significantly greater area than those at 

the lower part of the image. Increasing the height of the camera for capturing images enabled a 

more consistent level of pixel ground resolution across the whole image and this was achieved using 

an UAV and in the case of two sites, a helicopter. Model quality is also determined by the quality of 

the sensor and data collection, in that a higher resolution camera or images captured in closer 

proximity to the slope can achieve a better ground sampling distance (GSD) (see fig. 4.1), from 

which it is possible to extract a greater level of detail. The time taken to complete a survey from a 

terrestrial perspective was significantly greater than the UAV and exponentially greater than the 

helicopter but allowed a much greater level of overlap/side-lap between consecutive images and 

in some cases, a shorter distance between the camera and the surveyed slope. Spatially, the 

helicopter platform permitted the greatest distance to be covered in the shortest period of time 

but cannot be flown too close to the slope and flies at much greater speeds than can be achieved 

on-foot and with a UAV. The helicopter was used for the full-valley surveys of the Mer de Glace and 

Argentière glaciers. Consequently, the amount of side-lap between consecutive images is 

significantly less and the pixel ground coverage is significantly greater. However, the ability to 

survey an entire valley within a matter of minutes at a resolution suitable enough to detect and 

quantify medium- to large-scale slope failures offers several advantages, including a greater 

understanding of their spatial distribution and magnitude-frequencies at valley-scale. The UAV was 

used for smaller-scale surveys where the elevated sensor position was preferable to a ground-based 

approach and weather permitted, whilst terrestrial imagery was used at small sites where moraines 

or rock-walls were not tall enough to pose a significant issue with pixel ground coverage and when 

weather conditions prevented the deployment of a UAV. 
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Figure 4.1: Graph showing how distance away from a surface influences the horizontal field-of-view and ground sampling 
distance from the two sensors used in this study; the Sony NEX-7 and the DJI Phantom 3 Professional UAV. Variable focal 
lengths are shown for the NEX-7 sensor. 

 

Two UAVs were used; in the first season a DJI S800 Evo with a Sony NEX-7 camera attached 

(fig. 4.2 (b)), and in the second season a DJI Phantom 3 Professional (P3P) (fig. 4.3 (C)) which has an 

integrated stabilised camera system with a Sony sensor. The Sony NEX-7 was also the camera used 

for terrestrial surveys. The S800 is a six-rotor heavy-lifting aerial platform designed for professional 

aerial imaging, capable of lifting a variety of sensors. A 3-axis stabilised Zenmuse gimbal was used 

to carry the NEX-7 which is a 24 mega-pixel compact SLR, combined with a fixed 20 mm lens. The 

P3P is a consumer-grade quadcopter with an integrated 3-axis stabilised 12 mega-pixel camera with 

a Sony CCD sensor. The image quality from the NEX-7 is superior to that of the P3P however, in 

terms of practicality, the smaller quad-rotor P3P is much better suited to operating in mountain 

environments than the six-rotor S800 which is more of a logistical challenge to carry great distances 

to study sites. No significant difference in the quality of models generated from different sensors 

was observed, other than point density following the densification of point clouds however for 

change detection, point clouds were sub-sampled to standard distances to ensure comparability 

between consecutive datasets. 
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Figure 4.2: Field photos showing the DJI S800 Evo UAS on the ground (a) and whilst in operation (b) at the Bionnassay 
field site where access to glacier was restricted by near-vertical slopes and loose debris. 

  

4.2.2 Ground Control 

A network comprising of a number of Ground Control Points (GCPs) across the surveyed 

area is required to scale and georeference the models. Clearly visible GCPs with an obvious centre-

point, that can be easily identified in the acquired images are most ideal and should be well 

distributed across the slope. The methodological approach for establishing a ground control 

network changed after the first field season for a number of reasons. In the first field season a series 

of scaled targets were placed across the scene and the centre-point of each was registered using a 

DGPS (fig. 4.3 (B)). This approach encountered two main issues; (1) DGPS signal is quite weak when 

operating within confined glacial valleys resulting in poor accuracy, and (2) deploying targets across 

steep, unstable mountain slopes is difficult and often restricted to the more accessible lower areas 

of the slope. This meant that the network was poorly distributed across the surveyed area, which 

resulted in a poorer alignment quality at higher (inaccessible) elevations once returning from the 

field. To correct for this in the second field season, ground control was re-collected using a 

reflectorless total station (fig. 4.3 (A)) and distinctive bedrock features as targets. This allowed a 

much greater distribution of ground control across inaccessible sections of the slope, and all models 

were re-georeferenced with this new ground control data following the second field season. Others 

have explored the use of 'direct-referencing'; georeferencing in the absence of GCPs, relying on 

known camera positions from RTK-GPS measurements and an inertial measurement unit (IMU) 

(Rizaldy and Firdaus, 2012; Turner, Lucieer and Wallace, 2014; Carbonneau and Dietrich, 2016). This 

presents significant advantages over using GCPs in areas where ground-access may be difficult for 

GCP placement and measurement, reduces costs associated with high-end survey equipment such 

as total station and DGPS and points to the direction of future developments of the SfM-MVS 

technique. 

 




























































































































































































































































































































































































































