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Abstract
Rock debris on the surface of glaciers form unique structures that evolve with a chang-
ing climate and have a net system impact that is unknown at wide scales. While a
growing canon of literature is focused on single glaciers or sample regions well-suited
to investigate supraglacial debris cover, a knowledge gap remains for the rest of Earth’s
glaciers. A global inventory of debris cover was produced using the Randolph Glacier
Inventory (RGI) and a set of manually selected Landsat images (n=271) showing that
6.0% of Earth’s mountain glaciers (excluding Greenland and Antarctica) are covered
by rock debris. Debris-covered area was defined using a simple spectral band ratio
threshold separating optically dark rock debris from optically light ice and snow. To
improve the quality of this debris map, and to align mapped debris cover and glacier
outlines in time, the RGI was adjusted to match the glacier extent expressed in the set of
Landsat images. 2.4% of the RGI (version 6.0) was identified to be falsely classified as
glacier area and an area equal to 0.3% of the RGI was identified as area falsely excluded
from the inventory. Regional results show that the three most debris abundant regions
on Earth, Alaska (11,287 km2), the Himalaya (8,759 km2) and Greenland (3,492 km2)
make up 80% of Earth’s supraglacial debris cover (29,248 km2). Broken down further
to an individual glacier scale, three new metrics were derived that summarize the state
of each glacier’s debris cover. These metrics quantify the stage of a glacier between
zero and complete debris coverage within the ablation zone and characterize the con-
figuration of the glacier’s moraine structure and its ability to expand spatially. These
metrics enable the placement of each glacier onto a conceptual timeline of debris cover
evolution spanning 100s to 1,000s of years. The most advanced stage glaciers present
on Earth today are concentrated in the Himalaya, Alaska and New Zealand. Direct mea-
surements of debris cover evolution were made on a decadal timescale for 12 sample
regions spanning five continents. Results show a global-scale signal of a net increase in
debris-covered area that is marked by regions of minor change: the Karakoram Moun-
tains and Central Tian Shan gained debris at a low to near-zero rate of 0.2 and 1.4%
decade�1, respectively; and regions of significant change: the Manson Icefield and the
Vatnajökull ice cap gained debris at rates of 40.9 and 50.5% decade�1, respectively.
Beyond 2-D area changes, small scale processes make up many of the complex nuances
of supraglacial debris cover. Ice cliffs are focal points of high melt rates (up to 112% of
debris-free glacier melt, measured at Canwell Glacier, Alaska), yet are difficult to map
at wide scales due to their relatively small size and steep orientation. A new method to
map ice cliffs was developed that automatically selects a location specific surface slope
threshold to define ice cliff area. The method was developed in Alaska and tested in
Nepal to demonstrate regional transferability. These mapped ice cliffs were then used
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to help refine the thermal signal of debris cover in thermal satellite imagery. A time-
lapse dataset of sub-debris melt rates coupled with field-based high resolution thermal
imagery was used to investigate the coupling between these two quantities and propose
a simple method using a time-series of thermistor surface temperature data coupled with
a refined thermal satellite image to model sub-debris melt at a regional-scale.
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Chapter 1

Introduction

1.1 Theoretical rationale

The world-wide recession of glaciers is one of the most ubiquitous signs of ongoing cli-

mate change. This signal is sufficiently strong to dwarf the complexities of a glacier sys-

tem, leaving the perception of a simple relationship between warming and the shrinking

of glaciers. However, resolving the precise reaction of an individual glacier to climate

forcing is rarely simple. One of the commonly neglected complexities is that glaciers

do not consist of ice alone, but are a combination of ice and rocks, which are either

entrained within the ice or rafting on the surface.

While melting ice leaves the glacier system, rock debris remains and accumulates at the

glacier surface, traveling down-valley to the glacier terminus. The exhumation and ac-

cumulation of englacial debris will occur in the ablation zone of even a healthy, growing

glacier or ice sheet, but during a phase of glacier recession, the zone of surface debris

accumulation will migrate up glacier increasing the overall fraction of the glacier im-

pacted by debris cover. While the total amount of debris on, or in, a glacier generally

makes up only a small fraction of the glacier volume, the modulation of atmospheric

energy fluxes at a sub-debris ice surface can cause substantial variations in the local

melt rate. A setting where debris cover is thick enough to insulate underlying ice and

reduce melt rates can cause, for example, a two-fold increase in glacier length relative

to a glacier at the same location without debris cover Anderson and Anderson [2016].

When a defined, sufficiently small 2-dimensional element of a glacier’s surface accu-

mulates non-H2O matter beyond a threshold abundance, that element can be flipped in
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class from debris-free to debris-covered. Commonly, optical darkening of a pure ice

surface is used as a proxy for 2-dimensional abundance and a darkness threshold can

be set to define debris-covered area. While this approach has been used in numerous

studies [e.g. Frey et al., 2012; Kienholz et al., 2015; Scherler et al., 2011b], none to date

have employed it at a global scale.

Once the 2-dimensional debris abundance of a glacier surface element reaches 100%,

any further accumulation of material will contribute only to a change in thickness. It

has long been recognized that a layer of rock debris on the surface of a glacier as thin

as a few centimeters will reduce melt rates relative to bare ice at the same location,

with melt rates reducing inversely with debris thickness Østrem [1959]. While this

relation is routinely reproduced from data collected all around the Earth, it is far from

simple to consider the regional distributed effect. For example, debris thicknesses can

vary widely from a dust covering to meters thick at very close spatial scales, with both

extremes often having an identical appearance from space-borne sensors, yet causing a

highly heterogeneous glacier melt setting. Further, when debris inputs are sufficient to

establish a thick and continuous debris cover it is plausible to assume glacier melt rates

will be significantly reduced; however, within a thick debris cover, ice cliffs, ponds and

surface streams can develop that have locally high rates of melt. The wide variability

of differential melt at close spatial scales has, to date, limited the advancement of sub-

debris melt modeling methodology over large spatial scales. Even if a supraglacial

debris cover is resolved in 3-dimensions with a high level of confidence, the quantity and

spatial distribution of debris on a glacier is in a constant state of flux. The evolution of

the debris through time must be considered to maintain a consistent level of confidence.

1.2 Research objectives

This study presents a high resolution global census of supraglacial debris cover. Cou-

pled to this product is the identification and elimination of errors within the Randolph
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Glacier Inventory (RGI) and an increase in the consistency of this dataset. This study

also presents the most extensive and methodologically consistent global sample of de-

bris cover area change over the recent past. Finally, this study decomposes the coarse

thermal signal of a space-borne sensor using independent high resolution thermal data

to constrain the applicability of thermal data used to derive debris thickness. A key

step in deriving debris thickness from coarse thermal data is an explicit consideration

of the thermal signal from ice cliffs. To achieve this, a new method was developed that

automates the mapping of ice cliffs.

From these products the following four key research questions are interrogated:

1. What is the current state and trend of debris cover on glaciers, globally?

2. Can a set of metrics derived from debris cover mapped at any instance in time be

used to estimate the state of a glacier within the full spectrum of states a glacier, in

an environment conducive to the development of debris cover, can occupy during

its existence?

3. If so, what are the distributions of these metrics for all glacierized regions on

Earth?

4. Is there a simplistic approach to estimate glacier melt at a regional-scale while

still including the complex nuances of debris cover?

The overarching motivation of this work is to transition from there being no coherent

understanding of the global distribution of debris cover to a very high confidence census

dataset of debris cover that provides as much information as possible to future research

at a glacier, regional or global scale.
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FIGURE 1.1: Chapters of this thesis plotted against the scale of investigation. Green
text indicates a step where a method is proposed yet not fully conducted, red text indi-

cates future steps beyond this thesis.

1.3 Thesis structure

The structure of this thesis is summarized in Figure 1.1 emphasizing the spatial scale

each chapter was conducted at and indicating the general flow from having no coherent

understanding of debris cover on a global scale to having an advanced understanding.

Each chapter is outlined in further detail below:

Chapter 1: Introduction

This current chapter establishes an introduction to the fundamental motivation and the-

ory behind the research questions that were interrogated.

Chapter 2: Formulation of the problem

Gaps in the current scientific literature relating to debris cover mapping and modeling

are identified within a narrative establishing the physical setting and methodological

approaches to quantifying a debris-covered glacier landscape.
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Chapter 3: Study sites and data

This chapter provides a description of all of the locations that are investigated within

this thesis.

Chapter 4: Global distribution of debris cover on Earth’s glaciers and the Green-

land ice sheet

A satellite image library was compiled and manipulated through automated and manual

steps to produce a global census dataset of debris cover on mountain glaciers and the

Greenland ice sheet. This high confidence, high resolution dataset enabled the compu-

tation of several metrics that indicate glacier health and debris cover state.

Chapter 5: A global sample of past debris cover evolution over the satellite era

Debris cover cannot be considered a static quantity. A global sample of debris cover

evolution over the recent past satellite era was conducted using Landsat satellite im-

agery.

Chapter 6: Automated detection of ice cliffs

Ice cliffs can develop in a thick debris cover and substantially increase the local melt rate

relative to the surrounding debris-covered areas. Ice cliffs often occupy a small fraction

of a glacier’s surface area and their steep orientation make them difficult to detect from

a nadir-looking sensor. This chapter presents a new method to automatically detect

ice cliffs and is accompanied by an error assessment using high resolution visible and

thermal data.

Chapter 7: A time-series of sub-debris melt and surface temperature data used to

propose a regional-scale melt model that includes debris cover and ice cliffs

Thermal data has long been coupled with debris cover research. New methods for

refining thermal data from both in-field and space-borne sensors are presented and offer

promise for a method that might be able to resolve sub-debris melt at a wide, regional

scale.
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Chapter 8: Summary and conclusions

The collective contribution from this thesis is summarized in parallel with a discussion

of what is still needed to achieve an advanced, global understanding of supraglacial

debris cover.
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Chapter 2

Formulation of the problem

2.1 Introduction

The earliest artists and cartographers who drew glacierized landscapes in the European

Alps dating back to the 18th century noted and included the bands of debris cover they

saw rafting down glacier surfaces [summarized in Deline, 2005]. Deline [2005] used

these historical records combined with modern data to compile a centuries long evolu-

tion of debris cover in the European Alps, showing a progressive increase in the debris

extent. While the debris cover on glaciers has been known by anyone in history ex-

posed to the mountain glacier landscape, it was Ogilvie-Grant [1904] who qualitatively

described effects of debris cover on glacier melt and later Østrem [1959] who first

quantified the relation between debris thickness and altered glacier melt rates. These

pioneering articles sparked numerous scientists to repeat Østrem’s experiment in other

locations around the world [several compiled in Mattson, 1993], conduct laboratory ex-

periments constraining the importance of the diurnal cycle and latitude [Reznichenko

et al., 2010] and decompose the empirical relation with energy balance models [e.g.

Evatt et al., 2015; Lejeune et al., 2013; Nicholson and Benn, 2006; Reid and Brock,

2010]. However, the highly repeatable experiments and successful model results are

restricted to a point scale.

Consideration of debris cover at a glacier scale has been feasible [e.g. Fyffe et al., 2014;

Reid et al., 2012], yet the methods used in these studies to distribute surface energy

fluxes would be difficult to repeat at wider scales. Further, they neglect ice dynam-

ics which could be a potentially important feedback governing thinning rates where

emergence velocities counterbalance or exceed debris attenuated surface mass balance
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[Banerjee, 2017]. This feedback may, in part, be the source of counter-intuitively simi-

lar thinning rates observed over heavily debris-covered and largely debris-free glaciers

from digital elevation model (DEM) differencing [e.g. Gardelle et al., 2013; Kääb et al.,

2012]. DEM differencing studies can reveal past changes over wide scales, yet the re-

sults are an integrated signal from all competing processes which can be difficult to

decompose. Smaller-scale, process based studies have carefully unpacked several of

the individual signals including ice cliffs, supraglacial ponds and properties of a debris

cover. Miles et al. [2016] modeled the energy and mass fluxes of a supraglacial pond

showing these features can both amplify energy received by a glacier and redistribute

this energy englacially promoting substantial downwasting. Adding to their complex-

ity, supraglacial ponds are ephemeral features where inter-annual variability of pond

surface area can be substantial, Watson et al. [2016] measured inter-annual changes be-

tween 17 and 52% within the Everest region. Ice cliffs (described further in Sect. 2.5),

which can be coupled to a pond [Watson et al., 2017] or form from channel incision, de-

bris slumping or englacial cavity collapse [Reid and Brock, 2014], can develop within

a debris cover and account for a high percentage of net ablation while occupying a low

fraction of a glacier’s surface area [Brun et al., 2018; Thompson et al., 2016]. Energy

balance studies have accounted for many of the characteristics that are unique to ice

cliffs, including slope, aspect and radiation emitted from surrounding terrain [e.g. Buri

and Pellicciotti, 2018; Buri et al., 2016b; Steiner et al., 2015]. Properties of a debris

layer have also been carefully isolated and measured, including thermal diffusivity [e.g.

Conway and Rasmussen, 2000; Nicholson and Benn, 2013], individual clast character-

istics [e.g. Hambrey et al., 2008], source geology [e.g. Casey et al., 2012; Gibson et al.,

2017] and debris moisture content [Collier et al., 2014]. These factors, and their wide

variability, combine to make a complex landscape where the first modeling studies that

incorporate enough of these components to be evaluated against wide-scale, integrated

DEM difference results are just now starting to emerge [e.g. Kraaijenbrink et al., 2017].

While the community of scientists working on debris-covered glaciers grapple with
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2. Formulation of the problem

how to account for debris cover at wider scales, most large-scale or global glacier mass

balance models that address the future evolution of ice volume under climate scenar-

ios currently do not account for debris cover [e.g. Clarke et al., 2015; Huss and Hock,

2015, 2018; Marzeion et al., 2018]. Exceptions include Shea et al. [2015] where a

debris cover degree day factor was used to uniformly adjust debris-covered areas and

Kraaijenbrink et al. [2017] where debris thickness was estimated as a nonlinear function

of surface temperature and assigned a melt suppression factor from a literature-based

Østrem curve. Even a detailed, and seemingly exhaustive schematic of the mass compo-

nents of a glacier generated by a diverse working group of experts does not include rock

debris as a glacier component [Cogley et al., 2011]. A fundamental recognition that

rocks are a constituent component of a glacier followed by operative methods to accu-

rately account for debris cover in wide-scale models should therefore be a top priority

for the glacier modeling community.

2.2 Supraglacial debris cover

Rock debris can enter a glacier system from any boundary. Debris can enter a glacier

along the subsurface via quarrying/plucking (Fig. 2.1 f,k,l) [Boulton, 1982], the surface

via subaerial valley wall erosion (Fig. 2.1a,i) [Nagai et al., 2013], subaerial valley

wall erosion distinct in low frequency/high volume rock avalanche deposits (Fig. 2.1c)

[Dunning et al., 2015] or aeolian processes such as anthropogenic soot accumulations

or volcanic ash deposits (Fig. 2.1b) [Nield et al., 2013]. Debris cover exposed at the

surface of a glacier’s ablation zone can be neatly organized in medial moraines that

are often parallel to glacier flow (Fig. 2.1g) [Anderson, 2000], expressed as a high

volume/low frequency debris flow with often sharp boundaries at any angle to glacier

flow (Fig. 2.1c) [Post, 1967], sparse and randomly distributed (Fig. 2.1h) [Goodsell

et al., 2005] or covering a high to full fraction of the glacier’s width with a potentially

complex set of sources (Fig. 2.1j) [Nakawo et al., 1999].
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FIGURE 2.1: Cartoon illustration of debris cover sources and ablation zone surface
expressions. Subsurface sources include plucking at the bed (l) or at a glacier con-
fluence (f,k). Subaerial valley wall erosion sources include erosion at or above the
bergschrund (a), sidewall erosion (d,i,c) or aeolian deposits (b). Exhumed debris can
be a sparse or dust layer (h), accumulate to from prominent moraines (g,i) or coalesce
to from multi-sourced debris covers (j). The debris can then be reworked by gravita-

tional mass wasting or hydrologic processes (e).

Once at the surface of a glacier’s ablation zone, debris is transported and reworked

by several processes with different frames of reference. At a glacier scale, the debris

is transported to the glacier terminus through ice flow where it is evacuated from the

glacier system as the ice thickness ablates, or calves, to zero. At a scale considering

a portion of a glacier’s ablation zone, there may be a set features coupled to the de-

bris cover, e.g. ice cliffs, that are able to ‘stir’ debris, also orthogonal to glacier flow,

by producing an evolving network of local topographic crests and troughs. Addition-

ally, surface streams can develop and transport debris down-glacier along complex flow

patterns (Fig. 2.1e) [Miles et al., 2017], or englacially via moulins or fissures in the

ice. At a scale of individual rock clasts, gravitational mass wasting produces episodic,
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local reworking, with rock tables being the most isolated, classical example involving

differential glacier melt [Anderson, 2000].

As recorded by variable moraine geometries and spatial debris cover distributions, the

locations and rates of debris entering a glacier are spatially variable [Goodsell et al.,

2005]. There are likely foci of debris additions (e.g. tributary confluences (Fig. 2.1f) or

below steep, unstable mountain slopes (Fig. 2.1d)) that overwhelm other sources. The

relative magnitudes of these sources, particularly subglacial and extraglacial sources,

can be difficult to differentiate from a mixed-source, continuous debris cover (Fig. 2.1j)

[Boulton, 1978; Spedding, 2000]. Landscape evolution models often describe glacier

erosion as a power function of ice-sliding velocity alone [e.g. Herman et al., 2015],

while other studies have shown that valley wall/headwall erosion rates can outpace ero-

sion at the bed [e.g. Naylor and Gabet, 2007]. Scherler et al. [2011a] conceptually

reconciled this discrepancy by considering how basal erosion gives way to hillslope

fluxes as glacial valleys become deeply incised.

On Earth today there is the full spectrum of glacier/debris cover states present: from the

Antarctic ice sheet overwhelming much of the bedrock topography resulting in little to

no surface debris inputs from valley walls, to glaciers like the Khumbu Glacier in Nepal

that lies within a deeply incised glacier valley and has an ablation zone that is almost

entirely covered in supraglacial debris. The extreme ends of this spectrum have been

studied extensively, either by ice sheet modelers who can reasonably neglect a consid-

eration of debris cover, and glacier specific case studies looking at uniquely heavily

debris-covered glaciers, e.g. Khumbu Glacier [e.g. Iwata, 2000] and Miage Glacier in

the Mount Blanc Massif [e.g. Smiraglia et al., 2000]. It is the partially debris-covered,

thousands of other glaciers around the World that are not drawing specific attention for

their debris coverage and are thus largely missing from the literature narrative. These

glaciers lack explicit instructions on how best to account for the debris cover in glacier

models and if it is even a factor that is necessary to consider.
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2.3 Mapping debris cover

Dating back to the beginning of the Landsat program, various multi-spectral band com-

binations have been used to map both glaciers and debris cover at wide scales with

globally applicable methods [Rundquist et al., 1980]. The satellite era eliminated time

consuming, and limited in scale, field mapping as well as most motivations to arrange

for a local camera equipped aircraft to conduct aerial surveys. However, since this

transition, a phase of Earth imaging has persisted where the spatial resolution is very

high considering the sensor-object distance, yet also low relative to aerial photography.

Four decades later, satellite and sensor technology is closing the gap and space-borne

imagery is essentially equal to aerial photography (e.g. the private Planet Labs con-

stellation), but currently not for any government sponsored sensor whose data is freely

distributed to the scientific community. This has been a key difficulty for automated

methods differentiating the boundary between debris rafting on top of a glacier and

debris with the same texture and geologic origin, yet is located in the neighboring ex-

traglacial landscape. Several studies have used multiple variables such as surface slope

[e.g. Paul et al., 2004] and surface temperature [e.g. Shukla et al., 2010] to enable this

detection, but even with additional variables, errors can still remain high and limit the

area of consideration to locations with all required data input. A method that has shown

the most promise and efficiency for wide-scale debris mapping is by first establishing

glacier area and then classifying debris cover from within that spatial domain using a

near infrared (NIR) over shortwave infrared (SWIR) band ratio differentiated into bare

ice and debris-covered areas by a user defined threshold [e.g. Frey et al., 2012; Kien-

holz et al., 2015; Mölg et al., 2018; Scherler et al., 2011b]. Establishing glacier area at

a global scale has been completed by a consortium of scientists and made freely avail-

able as the Randolph Glacier Inventory (RGI) [Pfeffer et al., 2014]. There are several

methods used within the RGI to map glacier area for various regions around the world
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with varying levels of accuracy [Pfeffer et al., 2014]. The most common being the au-

tomated detection of bare ice with manual corrections to include debris-covered area.

A less common, but similar method with respect to debris cover mapping, is generating

glacier outlines entirely from on-screen, manual digitization. At the time of writing,

no global inventory of debris cover has been published or made available to the scien-

tific community. Two reasons for this are likely 1. the source image of the NIR and

SWIR bands must meet a specific set of criteria (described in Chapter 4) and thus ei-

ther a time consuming manual process or a multi-step automated process to acquire at

a global scale; and 2. many types of errors within the RGI, specifically false positive

(FP) errors, will translate to debris cover errors. The relative small abundance of de-

bris cover to glacier area means that if the majority of FP errors in glacier area are then

translated to the debris cover data set, the potentially negligible glacier area errors could

become substantial debris cover area errors. A debris cover inventory claiming a high

confidence will need to address this error budget.

2.4 Debris thickness

A treatment of the role debris cover plays in modulating glacier melt at any scale will

have to account for debris thickness. There is currently no substantiated method to

derive debris thickness at large scales; however, several studies have done so at the

glacier scale. The leading two techniques are from thermal remote sensing, [e.g. Foster

et al., 2012; Mihalcea et al., 2008a,b; Rounce and McKinney, 2014; Schauwecker et al.,

2015] and DEM differencing, [e.g. Ragettli et al., 2015; Rounce et al., 2018]. Thermal

techniques depend on the conductive coupling between the buried ice and the debris

surface. However, the surface temperature of debris that is more than about 0.5 m thick

often heats and cools diurnally without a detectable signal from the ice below Mihalcea

et al. [2008a]. The DEM differencing technique is based on Østrem’s melt parametriza-

tion Østrem [1959], and can become poorly constrained for thicker debris covers if

ice emergence is not quantified [Rounce et al., 2018]). While both techniques show
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promise, there is no clear path forward for how either method can be applied at wide

scales, resolve debris thicknesses that are greater than about 0.5 m, and both indirectly

solve for debris thickness, limiting their use for debris cover evolution projections.

2.5 Ice cliffs

Ice cliffs are steep, bare-ice surface features that can develop within a debris-covered

portion of a glacier. The direct atmosphere-ice interface can result in significantly higher

ablation rates relative to the surrounding debris-covered area and are therefore areas of

interest when solving for glacier melt in heavily debris-covered regions [Brun et al.,

2016; Buri et al., 2016b; Thompson et al., 2016]. The mechanism(s) of ice cliff forma-

tion, the controls of ice cliff migration patterns and ice cliff residence time on a glacier

are gaining research attention but are still poorly understood processes, in part, due

to a lack of base data [Reid and Brock, 2014; Watson et al., 2017]. Melt and surface

energy fluxes at specific ice cliffs have been studied in detail [Buri et al., 2016a; Han

et al., 2010; Reid and Brock, 2014; Sakai et al., 1998, 2002] and DEM differencing has

shown the spatial trends of enhanced glacier melt relative to surrounding debris cover

and ice cliff evolution at the scale of several cliffs or a single glacier tongue [Brun et al.,

2016; Thompson et al., 2016]. All of the studies mentioned suggest that ice cliffs, if

present on a debris-covered glacier, need to be accounted for in order to adequately

model glacier mass loss and response to climate. A wide range of ice cliff abundances

within a debris-covered area is possible, from no ice cliffs, to an abundance capable

of possibly negating, or even reversing, the net melt reducing effect of the surrounding

debris cover [Basnett et al., 2013; Gardelle et al., 2013; Kääb et al., 2012].

While the importance of ice cliffs has become increasingly clear [Han et al., 2010;

Sakai et al., 1998, 2002; Watson et al., 2017], the mapping of these features remains a

challenge, especially at spatial scales beyond a few glaciers.
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2.6 Debris cover evolution

The sum of eroded rock material from the sources described in Sect. 2.2 constitute the

debris cover of a glacier once deposited directly to the surface, or exhumed to the surface

through ablation. If debris input remains constant, an idealized glacier that reaches, and

maintains a steady-state will develop a debris cover geometry that will remain mostly

static (features such as streams and ice cliffs may have some chaotic/stocastic evolution

that can further alter the debris cover structure). In a more realistic setting, variations

in erosion rates surrounding a glacier and ice dynamics will alter the surface expression

of the debris cover, producing a continuous or near-continuous state of readjustment.

Changes in erosion rates/deposition rates to glacier can happen over short intervals,

e.g. a large rock avalanche deposit [Post, 1967], or slowly with subtle changes/trends

in erosion rates that take 10s to 100s of years to propagate to the full extent of the

glacier. These changes are often assumed to be coupled with a changing climate [e.g.

Thakuri et al., 2014] and both contribute to ice dynamics feedback loops [e.g. Banerjee,

2017]. Benn et al. [2012] proposed a theoretical model where debris cover expansion in

a warming climate is split into three process regimes subdivided by threshold behavior.

Regime one includes all states of debris cover where the impact of debris on the glacier

is low in terms of mass balance, dynamics and drainage system efficiency. Regime two

is marked by a complete, or near complete, coverage of the ablation zone by debris and

a less efficient drainage system allowing surface water to accumulate in ponds. The

third regime is differentiated by high water storage where a stagnant or nearly stagnant

glacier terminus rapidly retreats due to calving into a proglacial lake.

Rowan et al. [2015] was the first study to incorporate ice dynamics, rock supply to a

glacier, the evolution of a debris cover and mass balance into one 3-D glacier model.

While this is the target level of sophistication for future work, to date, many more stud-

ies have been focused on reconstructing the past. A specific focus has been placed on

measuring historical changes in the spatial extent of debris cover [e.g. Deline, 2005;
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Glasser et al., 2016; Herreid et al., 2015], or the slightly less common investigation

of the evolution of surface features within a debris-covered area [e.g. Iwata, 2000].

Investigating the evolution of features within a debris cover requires sufficiently high

resolution data and complex mapping methods to derive meaningful results (e.g. map-

ping ice cliffs [Chapter 6], supraglacial ponds [Watson et al., 2018] and supraglacial

streams [Miles et al., 2017]). While a union of these approaches would provide the

highest degree of information, this thesis will examine debris cover evolution from only

a change in the spatial extent of debris cover. This more simplistic method of measur-

ing change between debris shapes alone requires less data and allows a wider area to

be investigated. This means that within the Benn et al. [2012] model, regimes two and

three will be largely indistinguishable, yet the gradations from a debris-free glacier to

regime two/three will be resolved in high detail.

Debris area changes have been measured for a single glacier or a sample of glaciers

for many regions around the world including: New Zealand [Kirkbride, 1993; Quincey

and Glasser, 2009], the Caucasus Mountains [Lambrecht et al., 2011; Stokes et al.,

2007], Central Europe (Mont Blanc Massif) [Deline, 2005], Central Europe (Austria),

[Kellerer-pirklbauer et al., 2008], Chenab basin, Himalaya [Shukla et al., 2009], the

Garhwal Himalaya, India [Bhambri et al., 2011], the Karakoram Mountains [Herreid

et al., 2015] and the North Patagonian Icefield [Glasser et al., 2016]. Consistent with

theory predicting an increase in debris cover within a regional negative mass balance

setting [Kirkbride, 2000; Kirkbride and Deline, 2013; Thakuri et al., 2014], nearly all

of the glaciers investigated in the listed literature exhibited an increase in debris cover.

One notable exception is in the Karakoram Mountains where glacier mass balance has

been stable and debris cover showed little or no net change [Herreid et al., 2015]. While

these studies together make up a global sample, several methodologies were used pro-

ducing results that are not perfectly commutative. It is therefore of interest to conduct

a methodologically consistent and expanded global sample of debris cover evolution to

better understand how this quantity is changing over time.
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2.7 Summary

The processes that contribute to rock debris entering a glacier and being redistributed

within a glacier occur at many scales and their sum, which produces the debris cover

present at any moment in time, is a multivariate problem spanning several scales for

glaciologists to untangle. A key first step is to simply know where debris cover is at

a global scale, but this is only a first step because it is the properties of the debris,

chiefly its thickness, that forces a modulation of energy available for melt at the glacier

ice below. Within a debris cover, small-scale complexities such as ice cliffs, a feature

that is difficult to map from automated methods, can have large net effects on glacier

melt and therefore needs to be considered. Finally, all dimensions of debris cover and

coupled surface features are in a state of flux. No surface on a glacier can be assumed

static, and measurements of change are key to decomposing and understanding how

rock debris integrates into a glacier system.
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Chapter 3

Study sites and data

3.1 Introduction

The overarching goal of this thesis is to gain a detailed understanding of the debris cover

present on Earth’s glaciers. The glaciers that are included, in what is here referred to

as a census dataset, are described in Sect. 3.2. The global scale of this thesis and the

wide variability of glacierized regions (e.g. latitude, climate, area, continentality and

surrounding topographical relief) motivated several sample regions to be further inves-

tigated in greater detail. In order to conduct a study of debris cover area change for

a global sample, 12 locations on five continents were selected to quantify past debris

evolution (descried in Sect. 3.3). To investigate fine scale processes and features, a

portion of the ablation zone of Canwell Glacier in the Eastern Alaska Range was se-

lected as a field site optimizing accessibility and variable debris cover characteristics

over short spatial scales (described in Sect. 3.5). A field campaign on Canwell Glacier

during summer 2016 captured several datasets from an array of sensors described in

Sect. 3.5.1. Lastly, Ngozumpa Glacier in the Khumbu Himal, Nepal was selected as

a location with several contrasting characteristics relative to Canwell Glacier to test

method transferability (described in Sect. 3.6).

3.2 Global census

Maximum inclusivity was the primary intent when defining the spatial domain for the

global work within this thesis. Regardless of regions known for having extensive debris
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covers or regions known for having no debris cover, they would be considered equally

within this study. There were four conditions where glaciers were excluded:

1. Glaciers with a surface area of less than 1 km2 were excluded (see Sect. 4.3.5 for

motivation).

2. The Antarctic ice sheet was excluded (see Sect. 4.1 for motivation).

3. Glaciers or parts of glaciers that fell outside of the spatial coverage of the Landsat

image library (see Fig. 4.2 and Table 4.3 for coverage of each RGI region)

4. Glaciers that are entirely missed by the RGI V6.0 and Greenland Ice Sheet map

from [Citterio and Ahlstrøm, 2013].

All glaciers that fall outside of these four conditions were included in this study and

hereafter referred to as a census dataset of mountain glaciers and the Greenland ice

sheet.

3.3 Global sample

In order to measure meaningful changes in debris-covered area, it is essential to define a

spatial domain that is restricted to only glacier area that is free from seasonal snow and

cloud cover for all images used [Herreid et al., 2015]. Within this thesis, the approach

used to achieve this was by manually defining the spatial domain where changes were

considered. While a manual approach allows a high level of confidence in measuring

debris cover evolution, the time intensive process limited the total spatial coverage to a

global sample rather than a global census. Locations were selected by optimizing the

following criteria where relative significance is ranked:

1. Amount of glacierized area per RGI region (Alaska, a large region has two sam-

ple locations while regions with sparse glacier coverage have one or no sample

locations).
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FIGURE 3.1: Global sample where debris area change was measured. 2-digit numbers
correspond to the RGI region code and colored boxes show the coverage of each RGI
region. Bold font labels give the corresponding descriptive section in this thesis and

red dots show the location where debris map errors were quantified.

2. Amount of glacierized area within a single Landsat path/row (maximum)

3. Two Landsat images are available with the same path/row (or significant spa-

tial overlap). Images from first generation multispectral scanner system (MSS)

sensors were not used except for the Karakoram Mountains where Herreid et al.

[2015] had previously generated a debris map from a MSS sensor.

4. The two images have a minimum seasonal snow and cloud cover.

5. The two images have a time interval between acquisition dates that is as long as

possible.

6. The glaciers within the sample domain have surface debris, but not a debris cover

that covers most, or all, of the ablation zone.

The motivation for selecting glaciers with some, but not a complete coverage of debris

was to maximize the ability to detect debris cover area change or debris cover with little
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or no change. A glacier whose ablation zone is entirely covered in debris will likely

exhibit no debris area change even if the debris thickness/volume/mass is in a state of

flux. A glacier with no debris cover present in the earlier image of an image pair will

have likely been debris-free for many years into the past and it is unlikely to capture

the glacier gaining its first debris coverage within the short satellite era time window.

A glacier with developed moraines has an increased length along which changes are

possible. If, for example, no change is detected for a glacier with a developed moraine

structure, there is more confidence in this result than for a glacier with a very sparse

debris cover.

Twelve sample locations were selected that meet the above criteria. These locations, and

corresponding RGI regions, are shown in Fig. 3.1 and some of their unique attributes

are summarized below:

3.3.1 Delta Mountains, Alaska Range

The Delta Mountains (RGI region 1) are a sub-range of the Alaska range located in

interior Alaska. Canwell Glacier, further described in Sect. 3.5, is located within the

Delta Mountains. This set of glaciers has a collective higher debris cover percentage

than elsewhere in Alaska [Kienholz et al., 2015], making it an area of interest for debris

cover research. Mass balance at Gulkana Glacier, a USGS benchmark glacier located in

the Delta Mountains, has been measured continuously since 1966 with a median mass

balance of -0.42 ma�1 measured between 1966 and 2011 [ONeel et al., 2014]. Beyond

Gulkana Glacier and state-wide, or full Alaska Range scale remote sensing studies [e.g.

Herreid and Truffer, 2016; Kienholz et al., 2015], this region has received very little

attention from glaciologists.
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3.3.2 Wrangell Mountains

The Wrangell Mountains (RGI region 1) are also located in interior Alaska but are more

coupled to coastal precipitation [Kanamori et al., 2008] than the Delta Mountains. A

regional mass balance rate of -0.24�0.16 ma�1 during 2000-2007 was measured by

Das et al. [2014] showing the Wrangell Mountains are losing mass at a slower rate

relative to other regions in Alaska. Das et al. [2014] used extrapolated repeat centerline

laser altimetry without an explicit consideration of debris cover which is shown to be

non-trivial in extent by [Kienholz et al., 2015].

3.3.3 Manson Icefield, Ellesmere Island

The debris coverage on Ellesmere Island (RGI region 3) is less than the other sample

regions investigated. The lack of debris cover is likely due to the latitude of this region,

falling entirely within the Arctic Circle where erosion rates can be assumed to be low as

well as glacier thinning which was measured at less than -0.5 ma�1 between 1995 and

2000 [Abdalati et al., 2004]. This, however, makes this region particularly interesting to

not only investigate if there are debris area changes in the Arctic but also to possibly cap-

ture a glacier that is transitioning from an almost entirely debris-free glacier to a glacier

with measurable debris cover. Changes in the debris cover that is present, or a glacier

gaining its first accumulation of surface debris, coupled with measured area changes

[e.g. White and Copland, 2018], could signal interesting climate related changes.

3.3.4 Baffin Island

Baffin Island (RGI region 4) is located south of Ellesmere Island, falling partially below

the Arctic Circle. While still located in a high latitude setting, there is notably more

surface debris than on Ellesmere Island as well as a higher rate of thinning reported at

greater than -1 ma�1 between 1995 and 2000 [Abdalati et al., 2004]. Svoboda and Paul
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[2009] conducted a detailed glacier inventory of this region with a careful inclusion of

debris-covered areas but they do not explicitly produce a debris map or statistical results

pertaining to debris cover.

3.3.5 Iceland

Iceland (RGI region 6) is unique relative to all of the other RGI regions considered

because (currently) aeolian supraglacial debris depositions overwhelm the signal of tra-

ditional valley wall erosion sources. Dragosics et al. [2016] conducted an Østrem curve

experiment with volcanic ash and extrapolated the distribution and thickness of dust

deposits. Aeolian debris deposits are unique because they are not coupled to a source

traceable by glacier flow and often have a shape different from all other depositional

mechanisms. Example characteristics include debris that is expansive in x; y while not

conforming to valley walls or glacier flow direction and can exhibit a patchy pattern.

Mass balance across western Vatnajökull was measured at 1 ma�1 between 1985 and

1998 [Magnússon et al., 2005], prior to the 2010 eruption of Eyjafjallajökull.

3.3.6 European Alps

The European Alps (RGI region 11) host the longest documented record of supraglacial

debris evolution [Deline, 2005] and is the location of a glacier flow modeling study

that incorporated debris evolution [Jouvet et al., 2011]. The mass balance for all of the

European Alps is estimated at 1 ma�1 for the past decades and is projected to reach 1.3

ma�1 by 2050 [Huss, 2012]. Jouvet et al. [2011] showed the potential significance of

supraglacial debris where model results show the tongue of largest glacier in the Alps,

Grosser Aletschgletscher, would ablate entirely by 2080 without the melt suppressing

effects of debris coverage. The documentation of the deep past and an existing model

extending to 2080 makes the European Alps a particularly relevant place to measure

debris area changes.
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3.3.7 Caucasus Mountains

The Caucasus Mountains (RGI region 12) has been the site of several previous studies

using similar methods over similar timescales [Lambrecht et al., 2011; Stokes et al.,

2007], making this a useful location to both expand on what is known but also compare

contemporary results. Stokes et al. [2007] measured a 36% increase in debris cover for

most glaciers in the region between 1985 and 2000 where the overall debris-covered ar-

eas ranged between roughly 5 and 25%. A long-term mass balance record on Djankuat

Glacier shows a mean mass balance of -0.13 ma�1 [Shahgedanova et al., 2007]. Re-

gionally, terminus retreat was measured for 94% of glaciers between 1985 and 2000

[Stokes et al., 2006].

3.3.8 Central Tian Shan

Glaciers from the Central Tian Shan (RGI region 13) are the furthest north of the three

Himalayan sample locations investigated within this study. Debris cover within this

region has been studied with respect to sub-debris melt [Hagg et al., 2008] but not

debris area changes. Regional mass balance for the Central Tian Shan derived from

satellite gravimetry was around -0.32�0.39 ma�1 for the period 2003 to 2010 [Jacob

et al., 2012].

3.3.9 Karakoram Mountains

The Karakoram Mountains (RGI region 14) is unique relative to other mountain glacier

regions on Earth due to a regionally positive or stable mass balance [Hewitt, 2005].

Between 1999 and 2008, Gardelle et al. [2012] measured an annual mass balance rate

of +0.11�0.22 ma�1. Herreid et al. [2015] suggested this stability could explain the

little or no change measured in net debris-covered area in the region between 1977 and
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2014. The results of Herreid et al. [2015] are included within this study with only minor

alterations to ensure commutative methodologies.

3.3.10 Kangri Garpo Range

Glaciers from Kangri Garpo Range (RGI region 13) were selected for being at the far

south eastern extent of the Tibetan Plateau. The glaciers in this region are debris-

covered but also comparatively small with respect to the other sample regions. An

increase in anthropomorphic elemental carbon deposition onto glaciers in this region

[Xu et al., 2009] poses an interesting additional dimension to debris-covered glacier

research that may increase in significance elsewhere in the future.

3.3.11 North Patagonian Icefield

The north Patagonian Icefield (RGI region 17) is one of two sample locations that are in

the Southern Hemisphere. Glasser et al. [2016] measured an increase in debris-covered

area, from 4.1% in 1987 to 7.9% in 2015, also noting the active dynamics of this region

relative to the more commonly stagnated debris-covered termini found in the Himalaya.

Some glaciers in this region terminate into proglacial lakes where debris cover can be

rapidly evacuated from the glacier system through calving. The proglacial and ice-

proximal lake area also increased by 86 km2 between 1987 (112 km2) and 2015 (198

km2) [Glasser et al., 2016].

3.3.12 New Zealand

New Zealand (RGI region 18) is one of the smallest regions in the RGI and has been the

focus of several studies investigating debris cover [Anderson and Mackintosh, 2012]

and qualitative debris cover change [Kirkbride, 1993; Kirkbride and Warren, 1999;

Quincey and Glasser, 2009]. On some glaciers, the debris coverage is quite extensive
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giving a possible idea of what less debris advanced regions might eventually converge

to look like. Model results of the Southern Alps show a mass balance of -0.31 ma�1

spanning the period 2000-2010 [Anderson and Mackintosh, 2012], yet the region has

been shown to be more complex than others on Earth with periods of positive mass

balance [Chinn, 1995].

3.4 Debris cover map error analysis

Four of the 12 regions described above (Fig. 3.1, red dots) were selected for a false

positive/false negative error analysis following the methods of Herreid et al. [2015].

The four regions were selected strictly based on geographic location: the outer most

regions in latitude and longitude in the four cardinal directions. From each of these four

regions, one glacier was selected based on size (biggest) and debris cover (maximizing

the length of the debris/ice boundary distance within the glacier). These glaciers are:

Barnard Glacier in Alaska (RGI region 1), Mittie Glacier on Ellesmere Island (RGI

region 3), an unnamed glacier located at 30� 30’ 24”N, 94� 34’ 55”E in the Kangri

Garpo Range (RGI region 13) and Pared Norte Glacier in the North Patagonian Icefield

(RGI region 17).

3.5 Canwell Glacier

Canwell Glacier (Fig. 3.2) is a 60 km2, northwest flowing glacier in the eastern Alaska

Range (63� 19.8’N, 145� 32’W). Canwell Glacier was selected as a key field site for

this thesis because several different surface types exist in close proximity: an expansive

ice cliff network in thick debris cover that transitions, orthogonal to flow, to bare glacier

ice and two medial moraines.
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Land

Debris cover
Ice

Study site location

FIGURE 3.2: Location of Canwell Glacier in the Delta Mountains, Alaska, USA and
Ngozumpa Glacier in the Khumbu Himal, Nepal. Ice area is from Pfeffer et al. [2014]
and Citterio and Ahlstrøm [2013]. Scale and area shown in the two inset plots are the

same.

3.5.1 Field data

3.5.1.1 Airborne data

On the 29th of July, 2016 between 11:00 and 11:16 local Alaska Time, nadir (or near-

nadir) looking visible and thermal infrared images were collected from a helicopter over

1.74 km2 of the Canwell Glacier capturing all of the different surface types listed above.

The images were collected below a high overcast ceiling. This caused subtle cloud ef-

fect to be captured by varying light penetration of the cloud layer, however, this also

removed the likely more negative effect of shading. 250 visible spectrum images were

collected with a Canon EOS 70D camera at an altitude range of about 133-615 m above

the glacier surface. Overlap between these images, in conjunction with 9 ground control
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points, were used to generate a �8 cm resolution orthomosaic and a 1 m resolution (re-

sampled to 5 m to match a spatial resolution more common from space borne sensors)

DEM using the proprietary software Agisoft PhotoScan Professional Edition. 34 (suit-

able for use) thermal images were collected with a FLIR T620 camera and processed

using the proprietary software FLIR Tools. Emissivity was held constant at 0.95, atmo-

spheric temperature and relative humidity where measured from the helicopter during

image acquisition using a Kestrel 4000 Weather Meter and distance from the sensor to

the glacier surface was estimated using camera locations derived by Agisoft Photoscan.

The thermal images were manually georeferenced to match the orthomosaic image de-

scribed above and resampled to a uniform spatial resolution of 80 cm.

3.5.1.2 Terrestrial data

Between 30 July 2016 23:42 AKST (Alaska standard time) and 30 August 2016 20:14

AKST, a field experiment monitoring sub-debris glacier melt and temperature at an

array of locations was conducted. Using the same FLIR T620 camera described in

Sect. 3.5.1.1, surface temperature was monitored at a 15 minute interval for 164 hours,

broken into 6 observations periods under different weather conditions. The camera was

mounted on a surveying tripod and deployed to the same coordinate location for each of

the 6 periods. Unlike the settings described in Sect. 3.5.1.1, emissivity was set to 1 and

distance set to 0 to facilitate post-processing (Sect. 7.2.1). Within each oblique thermal

image, 7 distinct image segments were captured, each with a near-homogeneous debris

thickness and surface temperature signal. The segments, ordered in distance from the

thermal camera and corresponding to locations shown in Fig. 7.1, are:

1. 38 cm (average) debris thickness (10 m from sensor)

2. 8 cm debris thickness (110 m)

3. Debris-free glacier ice (225 m)

4. 4 cm debris thickness (275 m)

28



3. Locations and measurements

5. Debris-free glacier ice (490 m)

6. 10 cm debris thickness (620 m)

7. Off glacier, southwest facing valley wall (1000 m)

Within 4 of the 7 segments, ablation was measured. The 4 locations were within the

frame of the thermal image time-series and recorded melt under varying debris thick-

nesses: 38 cm, 8 cm, 4 cm and 0 cm. Ablation measurements were made using gradu-

ated, rigid aluminum ablation stakes drilled into the ice. A visible spectrum time-lapse

camera was positioned to photograph the graduations exposed at the surface 5 times per

day. These measurements enabled a continuous measurement of melt and were vali-

dated against periodic, in-field manual measurements. For the three locations of mea-

sured ablation with debris cover, temperatures were recorded within the debris layer in

4 cm increments from the debris-ice interface to the surface. These measurements were

collected using ONSET U23 Pro v2 External Temperature Data Loggers. Contempo-

raneous measurements of 1.5 air temperature and relative humidity were collected at

site 1 (on top of structure 8) labeled in Fig. 7.1, using an ONSET HOBO U23 Pro v2

Temperature/Relative Humidity Data Logger housed in a radiation shield. A second,

identical structure and sensor configuration was deployed to the same debris-covered

location as well as a bare ice location (Fig. 7.1 site 5 in 2012 spanning the same period

of time as the data collected in 2016 (31 July 23:42 AKST to 30 August 20:14 AKST).

To provide context to the recorded temperatures, precipitation was also measured at site

1 (on top of structure 8) labeled in Fig. 7.1, using a HOBO Rain Gauge Data Logger.

In addition to the ablation measurements that were made within the thermal image

frame, two ablation stakes were drilled into two near-by (out of frame) ice cliffs. The

stakes were drilled normal to the ice cliff face and positioned in the center of the cliff

face both in respect to height and width. One cliff was north facing and the second was

southwest facing, the locations of these measurements are shown in Fig. 7.1b.

29



3. Locations and measurements

3.6 Ngozumpa Glacier

Ngozumpa Glacier (Fig. 3.2) is a 60 km2 south flowing glacier in Khumbu Himal

(27� 57’N, 85� 42’E). Ngozumpa Glacier was selected to be used in this thesis to test

the transferability of methods developed at Canwell Glacier because it is located in a

geographical region that is different from the Alaska Range with respect to latitude,

longitude, continentality, climate and orogeny. These factors and others establish a set-

ting where exposure to the sun, the overall debris cover (e.g. debris extent, clast sizes,

thickness) and glacier dynamics at Ngozumpa Glacier are notably different from Can-

well Glacier. Figure 6.2 illustrates some differences between Canwell and Ngozumpa

glaciers including rock/boulder size, ice cliff size, amount of “thin” debris cover on ice

cliff faces and overall hummocky nature of the debris-covered area. Lastly, Ngozumpa

Glacier was selected due to the previous research that has been conducted there [e.g.

Thompson et al., 2016], from which this thesis could draw.

3.7 Summary

A key intent of this thesis is the derivation of a deeper understanding of debris-covered

glacier ice at a wide but also detailed scale. Drawing from results from all major glacier-

ized mountain regions on Earth and the Greenland ice sheet, the underlining narrative

of this thesis aims to paint a global story. Fine-scale case studies on Canwell Glacier in

Alaska juxtaposed against Ngozumpa Glacier in Nepal are presented to accentuate the

global narrative, and establish a foundation for the next set of products that may soon

be derived globally.
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Chapter 4

Global distribution of debris cover on

Earth’s glaciers and the Greenland ice

sheet

4.1 Introduction

Several studies have derived RGI region scale maps of debris cover [e.g. Frey et al.,

2012; Kienholz et al., 2015; Mölg et al., 2018; Scherler et al., 2011b], yet at the time

of writing, there has not been a consistent and complete debris map generated across

all regions in the RGI. Sasaki et al. [2016] derived a debris cover (and generalized

debris thickness) map for most RGI regions (03 Arctic Canada North, 04 Arctic Canada

South, 05 Greenland Periphery, 09 Russian Arctic, 10 North Asia and 19 Antarctica

were excluded from their study [19 Antarctica also excluded from this study]), but was

not successfully published or made publicly available.

The Antarctic ice sheet and Antarctic periphery, as included in the RGI, were neglected

from this work due to (1) limited Landsat coverage, a result of the particular orbit of the

Landsat satellites; (2) limited imagery that met the selecting criteria (Section 4.3.1) and

of the imagery collected (Fig. 4.2), most were of insufficient quality; and (3) a general

consensus that very few areas of Antarctica have surface debris cover.

While mapping the spatial extent of debris cover for one instance in time is a step

towards better understanding Earth’s glaciers, it is only a snapshot of an evolving story.

Chapter 5 presents measurements of debris cover evolution over a few decades for a
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global sample, but a method that uses only one snapshot in time to estimate the state

of a glacier within the spectrum of possible debris evolutionary states would provide

greater context for a global quantity in flux.

A key quantity to derive such a method is the fraction of a glacier where debris can po-

tentially accumulate. This division is defined by a glacier’s equilibrium line, a quantity

that has been estimated from several methods [e.g. Benn and Lehmkuhl, 2000; Leonard

and Fountain, 2003; Rabatel et al., 2005], with the most common method likely being

late melt season transient snow line used as a proxy [e.g. Pelto, 2011]. This approach is

significantly easier than a mass balance approach [e.g. Holmlund, 1987] but comes with

a loss of confidence and repeatability. At wide scales, the variability of impurities in ice

and snow make it difficult to automatically differentiate between glacier and snow from

moderate resolution satellite sensors. Equilibrium line mapping remains a contended

step in glacier research. However, once defined, several metrics can be defined that

reflect glacier, and as this thesis proposes, debris cover ‘health’ or state.

The objective of the work presented within this chapter was to (1) establish a global

map of debris cover with a level of confidence and quality that a future case study in-

vestigating a single glacier with a surface area of 1 km2 (the smallest considered in this

mapping effort) could extract a debris map from this dataset that would not need to be

adjusted; and (2) derive metrics that give a precise and comparative indication of the

state of debris cover for any glacier or glacierized region on Earth. Two supplemental

objectives nested within the main objectives are (1) identifying and removing false pos-

itive (FP) and false negative (FN) errors from the RGI; and (2) derive an equilibrium

line proxy for all glaciers on Earth that meet a set of glacier size and debris cover area

criteria.
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4.2 Data

Landsat satellite imagery (https://landsat.gsfc.nasa.gov/) combined with a set of global

glacier outlines were used to map debris covering Earth’s glaciers. The RGI [Pfeffer

et al., 2014, version 6.0] and outlines from the PROMICE (Programme for Monitoring

of the Greenland ice sheet) project [Citterio and Ahlstrøm, 2013] were combined (with

overlap preference given to the more modern date RGI) and used as an initial global

glacier inventory. Glacier flow divides from the RGI were used where metrics were

calculated on a per glacier basis. For each Landsat image, the near infrared (NIR) and

shortwave infrared (SWIR) bands were used. The spatial resolution is consistent at 30 m

across all Landsat sensors, but the spectral NIR and SWIR ranges vary slightly between

sensors (Table 4.1). Images acquired by Landsat 7 after the Scan Line Corrector failure

on 31 May 2003 were not used in this study.

TABLE 4.1: Landsat bands used to map debris cover and their corresponding wave-
lengths.

Satellite sensor Spectral band (µm)

Landsat 5 TM Band 4 (NIR): 0.76-0.90
Band 5 (SWIR): 1.55-1.75

Landsat 7 ETM+ Band 4 (NIR): 0.77-0.90
Band 5 (SWIR): 1.55-1.75

Landsat 8 OLI Band 5 (NIR): 0.85-0.88
Band 6 (SWIR): 1.57-1.65

4.3 Methods

The method for mapping global debris is shown schematically in Fig. 4.1, with each

flow chart element explained below.
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4.3.1 Satellite image library

Landsat images were manually selected based on five criteria where relative significance

is ranked from 1 to 5:

1. Clouds (minimum coverage over glacierized areas)

2. Seasonal snow cover (minimum)

3. Time (most recent)

4. Sensor (newest, NASA assigned quality metric, highest)

5. Abundance of glacierized area within an image (maximum)

The result of this selection process produced a 271 image library of Landsat satellite

imagery optimized for debris cover mapping at the most recent date possible (image

library assembled in 2016) (Fig. 4.2, Appendix A).

4.3.2 Glacier area cloud mask

While satellite images were selected on a minimum cloud cover criteria, some cloud

cover tolerance is necessary for path/rows where no scene in the Landsat archive is

cloud free. In order to include the portion of a scene that is cloud free while discarding

the clouded areas, a cloud mask is required. A popular automated cloud mask algorithm,

FMask or CFMask [Foga et al., 2017; Zhu and Woodcock, 2012], was tested within this

project but due to the thermal and optical properties of ice covered, mountainous re-

gions, the automated results produced an undesirably high amount of FP cloud-covered

area. In order to both optimize and control the quality of cloud removal, a cloud mask

was produced manually over glacierized areas for every satellite image.
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RGI v6.0Landsat archive Greenland ice sheet

Global glaciers excluding Antarctica

Select Landsat images (n = 271)

Glacier area cloud mask

Seamless landsat composite Data shift errors corrected

Initial debris map RGI shift error

FP debris/glacier shapes removed RGI FP error

FN glacier area added RGI FN error

FP debris area removed from TP glacier area

Updated RGI with errors removed

Final debris map

Glacier and debris area filters

Equilibrium line estimate

AAR, stage, DEP

Data

Manual process, done by one person

Automated process

Result

FIGURE 4.1: Flow chart showing the methodological steps taken to generate a global
debris map, refine the RGI and produce glacier and debris cover metrics. Three result-
ing quantities, accumulation area ratio (AAR), debris expansion potential (DEP) and

stage are defined in Sect. 4.3.14.
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FIGURE 4.2: The Landsat satellite imagery library assembled for this study to map
debris cover. Satellite image footprints are shown, colored by acquisition date.

4.3.3 Seamless Landsat composite

Within the satellite image library compiled for this study, there is considerable overlap

between neighboring images, especially towards the poles (Fig. 4.2). If debris were

mapped for each image and merged into one regional or global debris map, the temporal

discontinuity between overlapping portions could cause one of two errors: (1) double

counting debris that has been translated perpendicular to glacier flow; or (2) incorrectly

associate a map date to a debris cover whose geometry has evolved. To avoid double

counting and to assign the correct map date to every debris shape, areas of overlap were

removed in a 3 step automated process:

1. Remove sawtooth edges of Landsat 5 and Landsat 7 data. Figure 4.3 shows

an example of the sawtooth edge of a Landsat scene that both contains erroneous

pixels and a complex seam if merged with a neighboring image, these edges were

removed when present.
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FIGURE 4.3: Example of a sawtooth edge present in Landsat 5 and Landsat 7 data.

2. Preference to most recent image. Where satellite image overlap exists, the more

recent image is given preference and the earlier date image is trimmed to share,

but not cross, a border with the later image (Fig. 4.4). Before an image is trimmed

all possible neighbor images are tested to optimize coverage of the most recent

imagery.

3. Cloud mask holes filled. Where the most recent scene is given preference from

Step 2 above but contains a no data hole that was removed from the cloud mask

(Sect. 4.3.2), the code attempts to fill the hole with the next most recent underly-

ing image if overlap exists at this location.

The result of this fully automated process is a seamless Landsat composite dataset with

preference to the most recently acquired satellite image and a clear data acquisition date

assigned to every location and subsequently every debris map shape generated from

these data. Figure 4.4 shows an example output of this process for Alaska.

4.3.4 Glacier outline translation errors

Within the RGI dataset, some translation errors were detected where glacier outlines

appeared to have a linear or nonlinear shift relative to Landsat imagery when projected
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FIGURE 4.4: Landsat satellite image footprint outlines colored by time to illustrate
results from the automated process described in Sect. 4.3.3: a seamless data coverage

with overlap preference given to the most recently acquired, cloud free image.

in the same coordinate system. Linear offsets were manually corrected by translating the

set of shifted glacier shapes to match Landsat imagery. Nonlinear offsets were crudely

corrected for by shifting individual or clusters of glaciers (where a glacier, while highly

variable in size, was the smallest element that was manipulated). No further alterations

were made during this step except the removal of glacier overlap to avoid topological

errors and double counting of glacier area. To quantify the sum FP and FN glacier

area that would result from using the glacier outlines without shift errors corrected, the

symmetrical difference was computed between the unshifted original glacier outlines

from RGI V6.0 and the translated/corrected glacier outlines (prior to further edits). The

symmetrical difference is computed as ((A1[A2)n(A1\A2)) whereA1 is the unshifted

glacier area and A2 is the shifted glacier area. The area of the resulting symmetrical

difference is equal to the sum of shift area FP and FN errors.
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4.3.5 Glacier area restrictions

The minimum glacier area considered for debris mapping within this project was 1

km2. The motivation for this area limit was that the magnitude of detail and manual

work given to each glacier on Earth was both high but also done with relative speed. An

equal effort exerted for glaciers <1 km2 would significantly increase the manual effort

for arguably less substantial gains.

4.3.6 Initial debris map

With each satellite image trimmed to a geometry that fits seamlessly with its neighbors

(Sect 4.3.3), an initial debris map was generated. Debris cover was mapped following

a well established method [e.g. Paul et al., 2004; Rundquist et al., 1980], with a step

order alteration following Herreid et al. [2015] which facilitates computation speed:

1. Remove off glacier area from the NIR and SWIR bands for each satellite image.

2. Compute the band ratio NIR/SWIR.

3. Assign a pixel based threshold discriminating between debris-covered and debris-

free glacier area.

While the optimum threshold value for mapping debris cover will vary between satellite

images [Herreid et al., 2015], only one threshold value, 1.57 (a value found optimal for

a Landsat 8 image in Northern Pakistan by Herreid et al. [2015]), was used across all

scenes and all three Landsat sensors. Results using a single threshold value was deemed

satisfactory for the scope and scale of this project (see Sect. 4.4.4, Sect. 5.3.2, Table 5.2

and Fig. 5.5 for a summary of errors in the derived debris map) and is consistent with

other large-scale debris mapping studies [Kienholz et al., 2015; Mölg et al., 2018].

This initial, global-scale debris map provided the basis for the identification and removal

of FP errors both in the debris map as well as in the RGI.
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4.3.7 FP errors in the initial debris map and the RGI

While the output of the steps described in Sect. 4.3.6 map debris-covered portions

of Earth’s glaciers, it also classifies bedrock nunataks, non-glacierized land and heav-

ily shaded (light shading should be mitigated by the band ratio) areas as debris cover.

Depending on the quality of the glacier outlines and the sun angle during the time of

satellite image acquisition coupled with the amplitude of the surrounding topography,

these errors can be substantial. To both quantify and remove these errors a series of

manual identification steps were conducted.

The x; y geometry of a nunatak or non-glacierized feature located within a glacier shape

will be accurately defined in the initial debris map (Sect. 4.3.6). By on-screen, visual

inspection against the Landsat composite imagery (Sect. 4.3.3) a quick manual discrim-

ination was made between TP (true positive) and FP debris cover. For the initial debris

map covering Earth’s glaciers, FP choices were tagged by drawing a wider shape that

encompassed the FP debris shape area. The intersection of the initial debris map and the

FP shapes produced a map of FP errors for the entire RGI allowing the quantification

and removal of FP error. An example of this step is shown in Fig. 4.5.

4.3.8 FN errors added to the RGI

Since the RGI is a composite dataset of automated routines, semi-automated routines

and manual glacier digitizing by many individuals [Pfeffer et al., 2014] with a variable

definition of what a glacier is and variable expertise (both human and algorithm) in

including debris-covered termini, there are instances where substantial portions of a

glacier are excluded from the inventory. Additionally, (real) glacier area changes can be

substantial over very short time intervals and frontal positions can evolve on the order of

kilometers between the source data used to produce the RGI and the Landsat composite

used in this study.
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While many ambiguities cloud the definition of a glacier and the boundary defining a

debris-covered terminus, wider glaciological conclusions built upon sharp boundaries

drawn within these ambiguities are greatly aided by consistency. While an overall in-

crease in accuracy is not explicitly quantified (existing methods assume a set of in-

dependent, manually derived shapes enables a quantification of accuracy [Paul et al.,

2017]), having one person assess and alter the entire RGI manually provides an update

to a multi-sourced mosaic dataset that is likely to be a more consistent product.

To incorporate RGI FN glacier area present in the Landsat satellite composite dataset,

missing areas were manually digitized (red outlined shapes in Fig. 4.5). FN area added

was not exclusively debris covered and thus required a second debris cover classification

using the updated glacier area as input.

4.3.9 Shaded area causing FP debris to be mapped in TP bare ice

area

Advanced processing techniques were tested to automatically improve results where

glacier area was heavily shaded. However, techniques such as the Minnaert method

[Smith et al., 1980] can only mitigate illumination variance from local topography rather

than large scale cast shadows. Further, the Minnaert method, along with other routines

that do solve for cast shadows, require elevation data which were specifically avoided

in this study to maintain simplicity and avoid additional data creating compounding

errors. Due to these factors, areas mapped as debris in the initial debris map that were,

in reality, optically dark bare glacier ice due to shading, were manually identified similar

to the treatment of FP errors. The shaded error, however, were only removed from the

debris cover results and the intersecting RGI area was left intact. For locations where a

cast shadow confused the automated debris mapping algorithm but a distinction could

be made visually, the identifying shape was manually drawn to try and preserve the

debris structure while flagging, and thus removing, the bare ice portion of the shaded
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FIGURE 4.5: The Southern Andes. An example of the manual steps taken to identify
and remove FP and FN errors for the entire RGI.
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area from the debris map. The area of FP debris mapped in TP bare ice area was not

quantified or reported in the results because the error is ephemeral and not intrinsic to

any derived dataset.

4.3.10 Error removal method used for Greenland only

Merging RGI V6.0 Greenland Periphery glacier outlines with Greenland ice sheet out-

lines from Citterio and Ahlstrøm [2013] is likely not an ideal dataset for future use. Due

to this and the exceptionally large size of the region, a simplified approach to removing

error was used for Greenland to speed up the derivation of a high quality debris cover

map. Rather than identifying errors (e.g. method shown in Fig 4.5), TP debris area was

identified manually. Debris shapes outside of those manually identified as TP were not

removed or differentiated between FP area, area in shadow, clouded area and, particular

to Greenland, networks of surface ponds. This approach allowed the quality of the de-

bris maps to be equal to those of the other RGI regions on Earth but disabled the ability

to quantify ice outline errors.

4.3.11 Fraction of RGI V6.0 considered

The fraction of RGI V6.0 considered is defined as the ratio of the following two quan-

tities:

• unaltered RGI V6.0 regional area with glaciers < 1 km2 removed and area that

does not intersect the seamless Landsat composite removed.

• unaltered RGI V6.0 regional area.

This is the only metric within this chapter that considers glaciers with a surface area

less than 1 km2. The metric is not penalized for FP area that is later removed to improve
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the RGI product. This metric informs what fraction of glacier area each region, and all

regions combined, neglect within this study.

4.3.12 Final debris map with a refined version of the RGI

With all of the FP error area removed and FN error area added, an updated and refined

version of the RGI was produced and used as input for a second iteration of the debris

mapping algorithm (Sect. 4.3.6). This is the final debris cover extent produced by

this study. While the debris maps were generated for each (trimmed) Landsat scene

separately in the image specific UTM zone, the final regional debris maps were merged

and projected into a set of continental scale map projections selected to offer accurate

area calculations (Table 4.2).

TABLE 4.2: Set of map projections used to calculate areas at the scale of RGI regions.

RGI region Projection used for analyses

01 Alaska NAD 1983 Alaska Albers Equal Area Conic
02 Western Canada and US NAD 1983 Alaska Albers Equal Area Conic

03 Arctic Canada North North Pole Lambert Azimuthal Equal Area
04 Arctic Canada South North Pole Lambert Azimuthal Equal Area

05 Greenland (entire ice sheet) North Pole Lambert Azimuthal Equal Area
06 Iceland North Pole Lambert Azimuthal Equal Area

07 Svalbard and Jan Mayen North Pole Lambert Azimuthal Equal Area
08 Scandinavia North Pole Lambert Azimuthal Equal Area

09 Russian Arctic North Pole Lambert Azimuthal Equal Area
10 North Asia Asia North Albers Equal Area Conic

11 Central Europe Europe Albers Equal Area Conic
12 Caucasus and Middle East Europe Albers Equal Area Conic

13 Central Asia Asia North Albers Equal Area Conic
14 South Asia West Asia North Albers Equal Area Conic
15 South Asia East Asia North Albers Equal Area Conic
16 Low Latitudes South America Albers Equal Area Conic

17 Southern Andes South America Albers Equal Area Conic
18 New Zealand UTM Zone 59S
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4.3.13 Debris exposure as an equilibrium line proxy

Debris cover that is exposed at the surface of a glacier for longer than one year is, by

definition, located within the ablation zone. Debris that is exposed at the surface of a

glacier for less than one year while remaining an element of the glacier for more than

one year is, by definition, located with the accumulation zone. Drawing on these two

axioms and one fundamental assumption, debris cover can be used to define an equilib-

rium line proxy. The assumption is that a glacier with a sufficient debris-covered area

will have (at least some) debris inputs above the equilibrium line and some of that debris

will be exhumed to the surface at or near (below) the equilibrium line. If the top, up-

glacier extent of debris cover can be expanded orthogonally to the full glacier width and

shifted up-glacier to correct for the englacial flow path of debris that is not deposited

onto the glacier exactly at the equilibrium line, an equilibrium line proxy can be de-

fined (Fig. 4.6). Essentially, the argument is similar to mapping and using a minimum

seasonal snowline as an equilibrium line proxy since debris surface exposure is often

a function of seasonal snow if the debris is present on the ice surface and the seasonal

snowline is at or below the true equilibrium line. The approach also has parallels to the

classical method for determining paleo equilibrium line altitude by locating up-valley

ends of lateral moraines [Anderson and Anderson, 2010]. The limiting cases restrict

where this method is applicable, e.g. if there is no debris at or near the equilibrium line

it will give one of two false results: a glacier with no equilibrium line, or a defined but

inaccurate equilibrium line. However, the main advantage over snowline mapping is the

spectral differences between rock and snow are high, making the boundary between the

two significantly easier to define relative to defining the boundary between glacier ice

and snow.

The glacier domain where this method was applied was reduced based on two criteria

aimed at minimizing false results. First, glaciers with a surface area of less than 2 km2

were removed. This was done to statistically increase the TP rate of the debris maps
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FIGURE 4.6: Map view and cross-sectional cartoon illustrating the method used to
define an equilibrium line proxy from a map of debris cover. d is a distance defined
as 0:25� glwidth. Late ablation season transient snowline (not used in this study, but a

common equilibrium like proxy) will likely fall within d.

(larger glaciers have a larger capacity for debris coverage and more debris pixels in-

creases the probability of a high TP debris classification rate). Second, the vague state-

ment “a glacier with a sufficient debris-covered area” from the underlying assumption

stated above was defined as a glacier whose surface is 7% or more covered by debris or

a glacier whose total debris cover is greater than 10 km2. Glaciers with a debris cover

fraction less than 7% and a debris cover less than 10 km2 were not assigned an equi-

librium line. This 7% value was selected manually through trial and error in attempt

to find as low a value as possible while still returning logical results (no equilibrium

line validation was conducted with independent data) for all regions around the world.

Some very large glaciers had substantial debris covers by area, but fell below the 7%

threshold, the 10 km2 debris area threshold was defined to include these large glaciers.

In order to transform mapped debris geometry (which can be any shape, e.g. medial

moraine bands, lateral moraines or complete coverage of the glacier width) to a top of
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FIGURE 4.7: Exponential relation between glacier area and glacier width from a global
sample. x and y axis are on a log scale.

the debris coverage line that spans the full glacier width, a buffer function was applied.

The debris area was buffered out a distance, dout, and then shrunk back by a reduced

distance din = doutx, where x is a user defined coefficient between 0 and 1 that corrects

for d, the distance between the top of debris coverage and the true equilibrium line (Fig.

4.6). d is a glacier specific quantity and therefore, dout and din are glacier specific as

well. To account for this variability, dout is set equal to an estimate of the glacier width

(dout = glwidth). d can then be defined as

d = (1� x)glwidth: (4.1)

Lacking supporting literature or a data intensive addition to this study that was not

undertaken, x was assigned a universal value of 0.75, imposing a crude estimate of d by

0.25(glwidth). glwidth was estimated by deriving an exponential relation between glacier

area and glacier width from a global sample (n = 129) of manually measured glacier

widths (Fig. 4.7). The width of a glacier was measured as a linear distance orthogonal

to glacier flow at the main trunk’s widest location.
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Using model coefficients derived from the non-linear least squares regression shown in

Fig. 4.7, glacier specific computations of d and an equilibrium line proxy were derived

for all glaciers on Earth that fall within the limiting area threshold described above.

These estimates of equilibrium line are unverified. The calculated distance, d (Fig.

4.6), will overestimate the up-glacier position of the equilibrium line if surface debris is

present very close (a distance < d) to the true equilibrium line. Alternatively, an under

estimation of the equilibrium line position (too far down glacier) will occur if one half

the distance traveled by an englacial particle (dashed line in Fig. 4.6) is greater than the

computed value of d.

4.3.14 Derivation of metrics

Five metrics were used to describe the global distribution of glacier and supraglacial

debris cover on a per glacier basis. They are illustrated in Fig. 4.8 and defined as

follows:

1. Accumulation area ratio (AAR) is a long established metric [Meier, 1962] in-

dicating the state of a glacier’s mass budget. AAR is defined as the ratio between

the accumulation zone (defined as area above the equilibrium line proxy derived

above Sect. 4.3.13) and the total glacier area.

2. Stage is a new term defined in this thesis as the ratio of debris-covered area and

ablation zone area (defined as area below the equilibrium line proxy derived above

(Sect. 4.3.13). Aside from rare instances where debris deposition in the accumu-

lation zone is coincident in time with the imagery used to map debris cover, i.e.

before the debris is buried by subsequent snowfall, stage cannot be above 1. A

glacier with a stage of 1 means the entire ablation zone area is filled with debris

cover. A glacier with a stage of 1 can still have an expanding debris cover, but

it must be coincident with a shrinking accumulation zone, thus signifying a dete-

riorating mass budget. A glacier with a stage of 0 is debris-free and is the only
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FIGURE 4.8: Glaciers from different locations on Earth with a similar surface area
showing a spectrum of metric values. The glaciers are ordered to show the theorized
progression of debris cover evolution. Latitude and longitude locate each glacier’s cen-
troid. Equilibrium line (yellow) is shown on the Landsat composite images to illustrate
the quality of this estimate. Kangjiaruo Glacier is shown to illustrate the derivation of

the five metrics. Values are colored to match the corresponding metric definition.

condition where stage and percent debris cover will be the same value (excluding

a rock glacier with 100% debris-cover).

3. Debris expansion potential is a new term defined in this thesis and is the ratio

of the length of the debris boundary with bare ice and the total length of the

debris boundary. This metric gives the fraction of the debris boundary that has

the potential to expand into bare ice. It is predicated on the hypothesis that where

there is already debris, there is a higher likelihood for more to accumulate if the

potential, meaning bare ice area available for debris to expand into, is present. For
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example, a glacier margin between bedrock (or till) and bare glacier ice has the

potential to expand a debris cover out into the bare ice; however, glacier margins

do exist where there is a sharp boundary of rock and ice and no debris cover

develops for 100s or 1000s of years. If there is a location, on a glacier’s edge or

in the middle, e.g. a medial moraine, where debris has accumulated in the past

years, there is a hypothesized higher likelihood that this is where “new” debris can

be expected. New is in quotes because the reference is to newly debris-covered

area, not in the Lagrangian sense of tracking a new particle of debris that will

follow behind where a particle of debris already exists. As stage approaches 1,

debris expansion potential will approach the ratio of the equilibrium length and

the debris boundary. A glacier that has no mapped debris cover is not assigned

a debris expansion potential metric and thus the number of glaciers considered

could potentially be less than the number of glaciers for which percent debris-

covered is calculated.

4. Percent debris-covered is the classical metric when talking about debris cover

and is the ratio of debris covered area to total glacier area.

5. Moraine abundance is a new term defined in this thesis that is an identical ratio

to stage except it is in terms of shape perimeter length rather than shape area. It

is the ratio of the debris boundary length and the ablation zone boundary length.

Moraine abundance can be above 1 when medial moraine structures are complex

enough to exceed the shape length of the ablation zone while only occupying a

fraction of the ablation zone by area. In the case where moraines coalesce and/or

debris fills the entire ablation zone the metric will converge on 1.

4.3.15 Truth debris dataset to quantify debris map errors

Following Herreid et al. [2015], manual debris classification was used to as-

sess the performance of the NIR/SWIR satellite band ratio used to define the
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debris/bare-ice boundary. While Herreid et al. [2015] generated an independent

dataset by manually digitizing the entire debris structure for one glacier, a modi-

fied approach was used here to increase expedience of manual work and increase

the locations where errors can be quantified. The debris/bare-ice boundary gener-

ated automatically from the NIR/SWIR satellite band ratio was used as an initial

state that was modified to the true boundary from manual, on-screen digitization.

These modified debris maps allow the quantification of FP and FN debris map

errors and was conducted on four glaciers distributed across the spectrum of Lat-

itude and Longitude where glaciers exist on Earth (Fig. 3.1).

4.4 Results

4.4.1 Global distribution of debris cover

The global distribution of debris cover and errors within RGI V6.0 are first presented

as a sum for the entire Earth and for each RGI region (Fig. 4.9, Table 4.3, Table 4.4)

showing that 6.0% of Earth’s mountain glaciers are covered by rock debris. In Fig. 4.9,

Greenland is excluded from the global sum for two reasons, 1. because FP errors were

not isolated for Greenland (Sect. 4.3.10) and 2. the Greenland ice sheet, which is largely

debris-free accumulation area, overwhelms all of Earth’s mountain glacier surface area

by a factor of about 4.2. The second point also explains why the fraction of Greenland

considered (Fig. 4.9) is comparatively low with coverage at roughly a quarter of the

total area. No satellite images were acquired for Greenland’s very likely debris-free

interior.

While Greenland has a very low fraction of debris-covered area, it is the third most de-

bris abundant region considering debris area alone (3,492 km2, pie chart in Fig. 4.9).

Ahead of Greenland is the Himalaya (8,759 km2, RGI regions 13, 14 and 15 summed to-

gether) and Alaska (11,287 km2). Together these three regions make up 80% of Earth’s
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FIGURE 4.9: Global distribution of debris cover partitioned by RGI regions (black
boxes) defined by Pfeffer et al. [2014]. All results are shown as percentages.
1Greenland is excluded from the fraction of Earth’s glaciers (purple dial) assigned
to all other regions (which sum to 1). Greenland is a factor of 4.2 times the size of
all other regions combined. 2In order from biggest to smallest: Central Europe, New

Zealand,Caucasus Middle East, North Asia, Scandinavia, Low Latitudes.

supraglacial debris cover (29,248 km2). The relative area contribution to the global

whole (purple dial) is shown for each region providing context to regions that are clas-

sified as an isolated RGI region but make up only a small fraction of Earth’s glacierized

area.

While a physical explanation for the global distribution of debris cover on glaciers

would be a complex multivariate, glacier and extraglacial problem, some general ob-

servations are evident within these data alone. First, is simply the magnitude of the

problem. A glacier model that neglects debris cover will incur a degree of uncertainty

that is proportional to the fraction of glacier area that is covered by rock debris. A sec-

ond, perhaps obvious, but still key result shown in Fig. 4.9 is that Arctic regions are

significantly less debris-covered than regions at lower latitudes. While mostly debris-

free regions occupy one side of the debris cover spectrum, Fig. 4.9 shows that the other

end of the spectrum, very debris-covered regions, are not currently present on Earth.
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This raises several large scale question that will be discussed from a theoretical per-

spective (Sect. 4.5) and also motivates a smaller scale analysis, breaking these results

down to an individual glacier scale (Sect. 4.4.2).
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TABLE 4.3: Global debris cover results and errors in RGI V6.0 presented as percentages. All values are given for glaciers with a surface area greater
than 1 km2, except for % region considered which accounts for all glaciers of any size.

RGI region % region considered % debris-covered RGI FP (%) RGI FN (%) RGI shift error (%) RGI total error (%)

01 Alaska 93.7 14.2 1.2 0.0 0.0 1.2
02 Western Canada and US 56.5 5.2 2.0 0.0 0.0 2.0

03 Arctic Canada North 77.4 0.6 2.9 0.0 4.4 3.0
04 Arctic Canada South 93.8 3.3 3.4 1.0 0.2 4.5

05 Greenland (entire ice sheet) 32.0 0.2 - - - -
06 Iceland 89.5 10.0 3.2 0.0 0.0 3.2

07 Svalbard and Jan Mayen 63.6 1.3 0.3 0.4 0.0 0.7
08 Scandinavia 77.5 1.3 4.1 0.0 0.0 4.2

09 Russian Arctic 52.4 1.1 0.3 0.0 0.0 0.3
10 North Asia 26.6 6.1 6.3 1.1 0.0 7.4

11 Central Europe 75.0 15.7 5.0 0.0 0.0 5.0
12 Caucasus and Middle East 57.3 13.9 16.9 0.8 0.0 17.8

13 Central Asia 71.0 8.7 1.7 0.7 0.0 2.3
14 South Asia West 84.2 13.4 1.0 0.4 0.0 1.4
15 South Asia East 75.7 17.7 5.4 0.9 0.0 6.3
16 Low Latitudes 54.5 3.5 14.7 0.0 0.0 14.7

17 Southern Andes 73.3 2.8 9.9 0.2 0.0 10.0
18 New Zealand 58.8 19.6 14.8 0.1 0.0 14.9

Earth (excluding Antarctica) - 1.3 - - - -
Earth (excluding Antarctica

and Greenland) 73.0 6.0 2.4 0.3 1.1 3.7



TABLE 4.4: Global debris cover results and errors in RGI V6.0 presented as areas (km2). All values are given for glaciers with a surface area greater
than 1 km2.

RGI region Glacier area (km2) Debris area (km2) FP area (km2) FN area (km2) Shift error area (km2)

01 Alaska 79283.6 11286.9 914.5 1.4 0.0
02 Western Canada and US 10679.2 554.0 212.9 0.0 0.0

03 Arctic Canada North 101224.0 599.1 2944.0 94.3 4434.3
04 Arctic Canada South 34153.2 1141.4 1163.5 360.4 71.3

05 Greenland (entire ice sheet) 1800870.0 3492.4 - - -
06 Iceland 10600.9 1063.9 338.6 1.6 0.0

07 Svalbard and Jan Mayen 33697.8 428.6 96.7 135.7 0.0
08 Scandinavia 2155.6 75.7 89.3 0.2 0.0

09 Russian Arctic 51461.9 573.3 169.0 8.7 0.0
10 North Asia 1496.8 91.5 93.7 16.6 0.0

11 Central Europe 1471.33 230.3 74.2 0.0 0.0
12 Caucasus and Middle East 781.2 108.4 132.4 6.4 0.0

13 Central Asia 37679.8 3278.6 636.3 247.9 0.0
14 South Asia West 27300.5 3663.0 268.9 107.3 0.0
15 South Asia East 10255.5 1817.1 558.2 90.6 0.0
16 Low Latitudes 1519.0 53.1 223.1 0.8 0.0

17 Southern Andes 23957.1 676.2 2371.0 38.1 0.0
18 New Zealand 580.4 114.0 85.9 0.8 0.0

Earth (excluding Antarctica) 2229167.8 29247.5 10372.2 1110.8 4505.6



FIGURE 4.10: Global results subdivided by RGI region (colored boxes) and presented as distributions for each metric where the colored bars outlined
in black encompass the 33-66% range and the narrow colored bars encompass the 10-90% range. Colors correspond to the metric definitions in
the legend. The number of glaciers considered for each metric is shown in parenthesis, AAR and stage are the same. Two glaciers (Kangjiaruo
Glacier and Langtang Glacier, plotted with geographical accuracy) are shown as examples of the results presented globally and help illustrate the
legend. The metrics calculated for these two glaciers are shown and colored accordingly. The inset plot shows the abundance and frequency of very

advanced glaciers (stage > 0.7) for each region.
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4.4.2 Per glacier metrics for each RGI region

The global distribution of debris cover was further partitioned into smaller spatial el-

ements where individual glaciers, defined by ice flow divides, were considered. The

metrics formulated in Sect. 4.3.14 are shown for each region in Fig. 4.10. Due to the

area and debris fraction limits established in Sect. 4.3.14, not all metrics were derived

for the same number of glaciers in each region. For each region, Fig. 4.10 shows the

number of glaciers that each metric was calculated for. Due to the assumptions implicit

in the method for defining a glacier’s equilibrium line (Sect. 4.3.13), metrics that de-

pend on this quantity have a more restricted number of glaciers considered (Table 4.5).

The statistical presentation of these data in Fig. 4.10 show that the glacier with a debris

cover in most regions on Earth are either at an early stage of debris coverage or interme-

diate. The subset plot in Fig. 4.10 identifies the glaciers around the world with a very

advanced debris cover (stage > 0.7). This identifies the RGI region South Asia East

as the region with both the highest abundance and highest frequency of very advanced

debris covers. New Zealand has a similar abundance but due to the small glacier area

and small total number of glaciers in New Zealand, the abundance is low relative to

other, bigger regions. It is important to note, however, that all of the glaciers shown in

the subset plot of Fig. 4.10 fall outside of the regional 90 percentile range and thus fall

outside of the regional stage distribution plots.

While presenting regional distributions of metrics computed for individual glaciers pro-

vides a more descriptive presentation of a global dataset, the format is still too coarse to

show a clear story that can inform predictive relations. These relations will likely only

become evident when considering the extraglacial environment and climate for a por-

tion, e.g. a tributary branch, of a glacier, a single glacier or several neighboring glaciers

in a setting where the extraglacial environment encompasses less variability. What these

results do provide is a comprehensive placement (given the limited initial data) within a

wider timeline of debris evolution. This information now exists in the form of 5 metrics
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TABLE 4.5: Regional fraction of glaciers (> 2 km2) that met the criteria (> 7% debris-
covered and/or debris-covered area > 10 km2) to be assigned an equilibrium line esti-

mate.

RGI region Fraction of glaciers meeting criteria (%)

01 Alaska 39
02 Western Canada and US 12

03 Arctic Canada North 3
04 Arctic Canada South 11

05 Greenland (entire ice sheet) 5
06 Iceland 33

07 Svalbard and Jan Mayen 10
08 Scandinavia 5

09 Russian Arctic 11
10 North Asia 14

11 Central Europe 45
12 Caucasus and Middle East 49

13 Central Asia 25
14 South Asia West 37
15 South Asia East 42
16 Low Latitudes 7

17 Southern Andes 10
18 New Zealand 44

(Sect. 4.3.14) for all of the 4,879 glaciers on Earth that fall within the most limiting

domain restrictions (equilibrium line derivation) within this study. These data can be

extracted and provide a multivariate story of the current state of this particular glacier

as well as insight into its placement within an idealized deep historical timeline for one

scenario that extends from the nucleation of the glacier to its cessation (Sect. 4.5).

4.4.3 RGI V6.0 errors

Table 4.6 shows the estimated errors from RGI V3.2 given in Pfeffer et al. [2014] and

the identified errors from this study for RGI V6.0. While the RGI version difference

may result in a discrepancy from errors that were removed prior to the release of V6.0,
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regions where the mapped error exceeded the RGI V3.2 error estimates are still perti-

nent. These errors have been removed from V6.0 within this project, providing a refined

RGI product that could be considered for a further release of the RGI. While the arbitra-

tion of ambiguous boundaries within this product could be disputed for accuracy, there

is arguably a new dimension of consistency since these arbitrations were conducted by

only one person for all regions on Earth.

An additional RGI error identifier precipitated from the equilibrium line, and thus ab-

lation zone, mapping effort described in Sect. 4.3.13. Accepting the logic argument

that a glacier cannot have two ablation zones, any glacier whose derived ablation zone

consisted of more than one closed shape was flagged as having an incorrect or missing

ice flow divide. Statistics and analysis were not conducted on this classification but may

aid future glacier inventory improvements.

4.4.4 Debris cover map errors

Debris cover map error was quantified for four glaciers (Fig. 5.5, Table 5.2). FP and FN

errors were summed in quadrature for all four glaciers. The average debris map error

was 2.6% error for the modern date debris maps that are part of the debris cover census

presented in this chapter. The full results of this error analysis are described in Section

5.3.2.
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TABLE 4.6: RGI errors presented in Pfeffer et al. [2014] (V3.2) compared against RGI
(V6.0) errors quantified in this study. Differences where Pfeffer et al. [2014] over-
estimated error relative to this study are printed in blue, differences where identified
errors exceed the estimations in Pfeffer et al. [2014] are printed in red. RGI version

discrepancy is irrelevant for this (red print) case.

RGI region
Error estimated by
Pfeffer et al. [2014]

(%)

Total FP FN error
from in this study

(%)

Difference
(%)

01 Alaska 5.3 1.2 3.3
02 Western Canada and US 9.5 2.0 7.5

03 Arctic Canada North 3.2 3.0 0.2
04 Arctic Canada South 4.9 4.5 0.4
05 Greenland Periphery 5.0 - -

06 Iceland 2.6 3.2 -0.6
07 Svalbard and Jan Mayen 3.5 0.7 2.8

08 Scandinavia 9.3 4.2 5.1
09 Russian Arctic 2.8 0.3 2.5

10 North Asia 10.3 7.4 2.9
11 Central Europe 10.4 5.0 5.4

12 Caucasus and Middle East 10.0 17.8 -7.8
13 Central Asia 8.4 2.3 6.1

14 South Asia West 7.7 1.4 6.3
15 South Asia East 8.3 6.3 2.0
16 Low Latitudes 10.5 14.7 -4.2

17 Southern Andes 5.9 10.0 -4.1
18 New Zealand 12.2 14.9 -2.7

4.5 Discussion

While the five metrics derived in Sect. 4.3.14 and summarized in Fig. 4.8 are from

a single snapshot in time, together they provide the basis for a hypothesis addressing

debris and glacier evolution:

• The five metrics derived for a glacier at any instance in time can serve, collec-

tively, as an indication of a glacier’s placement on a timeline that spans the full

spectrum of states a glacier can occupy while in existence.
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The current state of Earth’s glaciers and ice sheets is particularly conducive to exploring

this hypothesis. As stated in Sect. 4.4.1, there are Arctic regions with very little debris

cover as well as two ice sheets that overwhelm much of the topography they occupy,

resulting in very little debris cover. There are two glacial states that are not currently

known to be present on Earth: newly forming glacierized regions or ice sheets; and

2. completely debris-covered (stage close or equal to 1) glacierized regions (as evident

from this study’s findings). This result could be questioned from two related angles 1.

there may be regions that are (currently) entirely missed by RGI; and 2. clusterings

of rock glaciers may have been excluded from RGI intentionally. The ambiguity of

2. is that rock glaciers may or may not have formerly been a traditionally defined,

internally deforming, non-zero AAR glacier [Anderson et al., 2018] and rock glaciers

are often present in the periphery of highly glacierized regions [e.g. Schmid et al., 2015]

rather than constituting an RGI scale region of their own. Given the current global

climatic state, it is more surprising to not see a region with a collectively advanced

debris cover stage than it is to not see a newly forming ice sheet. Under the assumption

that an advanced debris cover stage correlates with an “old” glacier region, meaning it

is trending towards ceasing to be a glacierized region, a location on Earth that is just

about to lose all of its formerly extensive glacier coverage is an interesting place to look

for clues regarding debris cover stage and glacier cessation.

The Ahklun Mountains in southwest Alaska were heavily glacierized during the Late

Wisconsin [Kaufman and Manley, 2004]. At the present time, only very few remnants

of these glaciers remain [Walsh et al., 2007]. This is a glacier system that will likely

cease to exist in the next years if current climate trends persist. Given the mountain

glacier setting in Alaska, a region with substantial debris cover (Fig. 4.9, 4.10), it is a

reasonable assumption that at an earlier time when these glaciers resembled the size of

glaciers in the Alaska Range today, they were not debris-free, and possibly relatively

well debris-covered, similar to current Alaska Range glaciers. Yet photographs of these

glaciers today show nearly debris-free, very small ice masses [Walsh et al., 2007]. This
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region’s progression from expansive glaciation to the cessation of being a glacierized

region is an anecdotal example of the end of a timeline for all terrestrial ice. It is within

this spectrum, from the Antarctic ice sheet to the Ahklun Mountains, which both exist

on Earth today, that will help construct a theoretical timeline upon which any glacier

can be placed given the five metrics derived in this study.

A key question for interpreting these metrics is hypothesizing how they vary with re-

spect to one another. Figure 4.11 shows a conceptualization of how these variables

might look in a setting of glacier shrinkage where 1. AAR has a negative trend with a

stable slope; and 2. debris cover advances from a stage of 0 to a stage of 1. Two hy-

pothetical settings are shown: one case where a glacier has no tributaries, and therefore

does not develop medial moraines, and a second case where a glacier has some number

of tributary branches such that a network of medial moraines develop. Regardless of the

case, debris expansion potential and moraine abundance both converge. Debris expan-

sion potential will converge to the ratio of the equilibrium line length over the length of

the total debris shape boundary (labeled ‘EL’ in Fig. 4.11), and moraine abundance will

converge to 1. Equilibrium line length is itself an evolving quantity, so the interesting

case of the metric exceeding the value of the equilibrium line length over length of the

total debris shape boundary ratio is difficult to infer from one instance in time. Moraine

abundance, on the other hand, will provide a clear greater than, or less than 1 value at

any instance of measurement. In a setting with or without the development of medial

moraines, moraine abundance will equal 1 at least once throughout this timeline. Alone

this is ambiguous, but coupled with a measure of stage, it becomes clear if a value of

1 is reached as stage also reaches 1 or, if a moraine abundance of 1 is reached with

low values of stage it can be postulated, from two numbers alone, that the glacier in

question has one or several medial moraines (or more generally: a significantly long de-

bris/ice boundary that runs orthogonal to glacier flow). The further moraine abundance

increases above a value of 1 the more expansive the medial moraine network. As these

medial moraines expand and coalesce in a warming climate, the metric will decrease
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and converge on 1 as stage also reaches 1.

The time interval shown in Fig. 4.11 might encompass 100s to 1000s of years, yet is

still only a small window of time within the full timeline of a glacier’s existence. Figure

4.12 takes two quantities from Fig. 4.11, AAR and stage, and places them in a greater

timeline context along with idealized glacier and debris-covered area. The timeline

spans one glacier cycle from nucleation to an ice mass falling outside of the classical

definition of a glacier. At any point the climate could stabilize, producing constant

quantities, or reverse, producing complex advance and retreat patterns. For this ideal-

ized illustration neither of these possibilities are considered and climate is simplified to

a steadily increasing state conducive to glacier growth followed by a steadily decreasing

state conducive to glacier shrinkage. Within the timeline shown in Fig. 4.12, six key

events are marked:

1. Névé accumulation and compaction forms glacier ice and begins to internally

deform under its own weight. Ice begins to be transported down slope to a local

climate zone that otherwise could not support ice accumulation, thus creating a

non-zero AAR. Shear stresses at the ice margin cause bedrock erosion.

2. Cool climate and high precipitation rates facilitate glacier growth, valley wall

erosion supplying supraglacial debris cover to the now large ice mass surface

reaches its peak before ice accumulation begins to overwhelm the surrounding

topography, thus cutting off the valley wall to glacier surface debris supply.

3. Glacier area reaches its maximum. The ice surface is above all topography and the

only surface debris is from englacial erosion that is transported through vertical

flow to the surface of the ablation zone. The ice could be terminating into the

ocean thereby significantly reducing the ablation zone area and cutting short the

englacial flow paths of debris moving towards the surface.

4. In a now warming climate the ice surface lowers below the bedrock topography

and the debris supply from valley walls to the glacier surface is again active.
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4. Global debris cover

FIGURE 4.11: Hypothesized temporal relations of the 5 metrics derived in Sect.
4.3.14. a-e show a idealized glacier with no tributary branches and therefore no medial
moraines; f-j show an idealized glacier with tributary branches and therefor develops
a network of medial moraines. Both scenarios are set in glacier mass loss setting with
a (constant) negative sloping AAR and show how the metrics might vary as stage pro-
gresses from 0 to 1. Braces indicate quantities that are equal. The timescale of the

x-axis is on the order of 100s to 1,000s of years.

64



4. Global debris cover

FIGURE 4.12: Idealized glacier timeline spanning one glacier cycle from nucleation
to falling outside of the classical definition of a glacier. 1-6 are points of interest
described in detail in Sect 4.5. While the time span shown in Fig. 4.11 is limited to the
area in grey, there are glaciers and ice sheets on Earth today that occupy every stage of
this idealized plot from just past point Number 3 to beyond point Number 6. Braces

indicate quantities that are equal.

For this particular example, debris cover accumulates to a point where surface

ablation is reduced and the rate of glacier shrinkage is less than,, for example, the

same idealized glacier situated within a rock type that is more resistive to erosion.

5. Debris cover stage has reached a value of 1 and remains a value of 1. Debris-

covered area continues to increase indicating that the equilibrium line altitude is

rising and the AAR remains negative. Glacier area change stagnates from the now

thick debris cover, yet debris-covered area continues to increase at consistent rate

which is coupled with AAR shifting to a more negative rate.

6. Bare ice melt and retreat rate outpace the now very slow ice flow of the debris-

covered tongue. There is a melt or mechanical detachment between the stagnating

debris-covered glacier tongue in the low angle, incised glacier valley and the bare

glacier ice/firn/snow now limited to a cirque basin and steep mountain slopes

immediately below. The debris-covered tongue may be avalanche supplied and
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continue to accumulate mass and flow down valley but it transitions to a state

that no longer meets the classical definition of an internally deforming glacier.

This mass alone (not shown in Fig. 4.12) gains an AAR of 0 and can either be

classified as a rock glacier or an ice-cored moraine. The ice mass within the cirque

and slopes above retains the classical definition of a glacier and experiences a step

increase in AAR. This glacier might reach an equilibrium state for an extend time

but in a still gradually warming climate will continue to retreat until it no longer

deforms under its own weight and transitions in class to a perennial alpine ice

mass.

The drop off at point 6 (above, and shown in Fig. 4.12) is likely an instantaneous

event relative to the timescale of a full glacial cycle, but in reality will likely occur

over a timescale of decades. Near-real-time examples of this drop off occurring on well

known and well studied glaciers include Luring Glacier located within the Langtang

Valley, Nepal (28� 15’ 8”N, 85� 32’ 47”E) and Glacier de la Brenva within the Mount

Blanc massif, Italy (45� 49’ 16”N, 6� 54’ 40”E). The hypothesis put forth is that glaciers

that were once debris-covered can experience a rapid transition to a nearly debris-free

state like those in the Ahklun Mountains. This suggests that the metrics presented in

this study could be deceptive if not interpreted in a longer time scale context. For

example, Glacier de la Brenva within the dataset shown in Fig. 4.10 includes, possibly

erroneously, the debris-covered tongue and thus has a stage of 0.53. With a future

glacier outline that correctly maps the detachment of the debris-covered tongue this

value will drop to near zero and glacier area will also show an abrupt change.

This drop off shown in Fig. 4.12 as a glacier shrinks to its cessation is only one of three

idealized possibilities. The other extremes that will constrain events in reality are 1. a

glacier that takes on no surface debris and shrinks as a straightforward, smooth function

of climate variables; and 2. a glacier that transitions gradually to a rock glacier (dashed

line, Fig. 4.11d) as AAR evolves to zero.
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A second mechanism for an ‘instantaneous’ event that is not included in Fig. 4.10 but

exists in reality, and will add complexities to true timeline curves, is tributary detach-

ment. Some glacier inventory work has anticipated this and developed clever ways to

soften the computational and continuity complications that will arise during tributary

detachment [e.g. Jiskoot et al., 2009]. The problem with considering tributaries inde-

pendently is 1. there is no physical delimiter that defines a tributary (while consistent

classification is possible [Kienholz et al., 2014]); and 2. this creates unphysical com-

plexities at the terminus of a glacier with many coalescing tributary branches. On a

more grand spatial and temporal scale, defining a ‘glacier’ from the Greenland ice sheet

along flow divides is largely meaningless, yet at some point in the future, there may

be very well defined individual glaciers in Greenland. Likely, the best way to resolve

this problem is to consider any ice mass with radial flow unimpeded by bedrock as

one ‘glacier’ and step changes in glacier area as tributaries detach or coalesce should

be expected and managed accordingly. This approach conflicts with ID based glacier

analysis as ice masses can fraction into smaller, isolated masses or merge at any time.

4.5.1 How to use the derived metrics to infer a greater glacier

timeline context

How can metrics derived from a simple debris map from one instance in time provide

any placement in a theoretical discussion of glacier evolution on a geologic timescale?

With the data and metrics computed within this project, there are now 4,879 glaciers

from all around Earth that can be placed in a theoretical timeline (e.g. Fig. 4.11), and

many more glaciers on Earth if not considering all 5 metrics (e.g. debris expansion

potential is calculated for 12,869 glaciers). Kangjiaruo and Langtang glaciers (map and

metrics shown in Fig. 4.10) provide two specific examples showing how each of these

4,879 glaciers can now be evaluated:

1. AAR and Stage. Langtang Glacier has an substantially advanced debris cover
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with a stage of 0.71. This stage is coupled with an AAR of 0.31, less than that

of neighboring Kangjiaruo glacier with an AAR of 0.43 that is tied to a debris

cover that is much less advanced (stage of 0.27). These two relations track nicely

against the theoretical plots shown in Fig. 4.11.

2. Debris expansion potential. Kangjiaruo Glacier has several long and narrow me-

dial moraines. These increase the length of the debris cover that forms a boundary

with debris-free glacier ice and can therefore potentially expand outward. This is

reflected in a high debris expansion potential of 0.64 relative to a value of 0.38 for

Langtang Glacier where any medial moraines have long ago coalesced to from a

continuous debris cover. As stage of Langtang Glacier approaches one, its de-

bris expansion potential will approach the equilibrium line length divided by the

debris shape length.

3. Percent debris-covered. This is the traditional measurement presented to de-

scribe a debris cover which, alone, does not give much insight. From this met-

ric alone it can be concluded that Langtang Glacier is more debris covered than

Kangjiaruo Glacier.

4. Moraine abundance. Due to the unambiguous convergence to 1 as stage reaches

1, this metric might hold more information than any of the others. Kangjiaruo

Glacier has visually more medial moraines than Langtang Glacier (Fig. 4.10),

and a correspondingly higher value of moraine abundance, 2.1, than Langtang

Glacier with a value of 1.5. Moraine abundance for Kangjiaruo Glacier will at

some point reach a maximum value (if it has not yet already) and then progress

towards 1. Langtang Glacier has likely already passed this point, and if the last

remnants of medial moraines coalesce, it will drop from a moraine abundance of

1.5 to 1. Langtang Glacier is nearing a moraine abundance of 1 from above 1 (i.e.

a negative slope, similar to Fig. 4.11j). This suggest the glacier is reaching com-

plete debris coverage from a former setting with medial moraines. The opposite

setting, a moraine abundance with a positive slope, would suggest a near straight
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line debris/ice boundary orthogonal to glacier flow that is moving up-glacier in a

warming setting (Fig. 4.11e). This is likely to be uncommon nature.

4.6 Conclusions

The first global census of modern-date debris cover on mountain glaciers and the Green-

land ice sheet was generated using 30 m Landsat data. The mapping effort consid-

ered 73.0% of Earth’s mountain glaciers and 32.0% of the Greenland ice sheet (interior

Greenland and all of Antarctica were not considered). The mapping effort identified

29,248 km2 of debris-covered glacier area. 6.0% of the surface area of Earth’s moun-

tain glaciers are covered in rock debris (excluding Greenland). This mapping effort also

incorporated the identification and removal of errors within the RGI V6.0 (excluding

Greenland). Results show that 10,372 km2 (2.4%) of the RGI V6.0 was falsely mapped

as glacier area, 1,1112 (0.3%) was falsely excluded from the RGI V6.0, and 4,5062

(1.1%) was out of geographical alignment. An additional contribution to the RGI that

is difficult to quantify is from the consistency of this analysis which was done by only

one person. These combined results should from the basis of a new RGI release. While

errors were removed from RGI V6.0 to improve the debris map product generated from

this work, the debris mapping process also caries a level of uncertainty. A sample of

four glaciers located at hemispherical extremes were selected to quantify debris map

error. The average error for these four glaciers was 2.6%.

With a high resolution and high confidence global debris map, several new and some

established metrics were computed at a global scale. This study proposes that these

metrics can be used to interpret the stage, degree of medial moraine development and the

potential future trajectory of debris cover at an individual glacier scale. These metrics

have the potential to add deep historical depth and potential trajectories to any future

study on a glacier or glaciers that are coincident with the 4,879 glaciers these metrics

were derived for.
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Chapter 5

Global sample of past debris cover

evolution over the satellite era

5.1 Introduction

Chapter 4 proposed a method that uses a map of debris cover to infer a glacier’s location

on a timeline spanning 100s to 1000s of years with respect to glacier and debris cover

evolution. However, these interpretations are difficult or impossible to verify. The most

extensive art-based debris cover data date back to the mid 1700s [Deline, 2005], and

these data exist for the Mont Blanc massif alone. More recently, beginning around the

1940s, debris cover was mapped for some glacierized regions when nadir-looking aerial

photography became manageable at large spatial scales (e.g. the USGS Alaska state-

wide topographic mapping effort), yet these pre-digital era paper maps eluded large

scale analysis or measurements of debris area change. It was with the Earth observing

satellite era that glaciers at any location on Earth could be mapped in detail and with the

ability to produce subsequent maps from a later time with consistent methodology. The

minimum timescale to detect debris area changes is not explicitly known and will vary

with the spatial and radiometric resolution of the data as well as the physical setting,

but given the cannon of literature that has recently documented debris area change from

satellites (Sect. 2.6), the later time where debris cover changes are detectable is now.

The position and geometry of a debris cover is the sum of several forces and processes.

This chapter is focused on mapping the 2-D spatial extent of debris cover from two

points in time and measuring the net change in area. A static debris configuration does

not, however, mean that the debris itself is static. In a Eulerian coordinate system debris
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clasts will be continuously transported through the static debris shape. It is possible

to measure, or more realistically model, debris cover as the summed position of debris

particles that have accumulated at, and are rafting on, the surface of a glacier. This ap-

proach would require a sophisticated model of ice flow and function at a high temporal

time-step, e.g. daily. A more simple and more applicable at large scales approach was

applied within this study, where the net outcome of these changes are observed at a

substantially longer time-step. Given the rate of changes observed and the satellite era

window of observation, the time interval or dt used to present results in this study was

set at a decade.

The quantity of interest is the spatial extent of debris cover that is changing from some

process related to: the addition of material, reworking of material (e.g. an increase

in x; y is coupled with a decrease in z, elsewhere) or the removal of material. By

considering changes in the net quantity of debris cover on a glacier, changes in debris

cover from translation, which is change independent from the mass budget of debris, is

not considered. An example mechanism of debris translation is glacier flow instabilities

causing the transportation of surface debris orthogonal to the direction of glacier flow

[Herreid and Truffer, 2016].

Considering the generalized relations drawn in Fig. 4.11, it is possible to have mo-

mentary disruptions to the slope of a greater trend. Therefore, drawing a link between

measured short term (decadal) changes and long term trends should be done cautiously.

However, given this caveat, looking at measurements of change from even a very nar-

row time-step of the wider story offers the only high confidence indication of the first

derivative of area change. Further, looking at a global sample reduces the likelihood

that outlier behavior will be misinterpreted as an indication of a wider trend.

In the context of Fig. 4.11, the changes measured here are on such a short window of

time, AAR can be assumed to be effectively constant. For reasons described in Sect.

5.2.1, changes are not derived for whole glaciers thus the metrics from Sect. 4.3.14
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cannot be explicitly derived. However, the sign of slope (+/-) of stage and percent debris

cover are implicitly determined by measuring changes. Additionally, the hypothesis

behind the derivation of debris expansion potential (Sect. 4.3.14), suggesting a higher

likelihood that newly debris-covered area will share a border with existing debris cover,

was examined with data.

5.2 Methods

Changes in debris-covered area were found by differencing the net debris-covered area

mapped within a fixed spatial domain from two different satellite images acquired at

different times. The global debris map presented in Chapter 4 was derived using satellite

imagery that was selected by following a set of criteria that optimized for quality and

being as recent in time as possible (Sect. 4.3.1). The later image (t2) of the image

pairs used to map debris cover change were selected from the same set of images (Sect.

4.3.1). The specific path/rows selected and the earlier image of the pairs (t1) were

selected following the criteria listed in Sect. 3.3. Debris cover was mapped for t1

following the same method used to derive the debris map for t2 (described in Sect.

4.3.6). Twelve locations on five continents were selected for this study and are shown

in Fig. 3.1. The corresponding dates of data acquisition for t1 and t2 are given in Table

5.1.

5.2.1 Defining a spatial domain where debris cover changes can be

measured

Changes in debris cover over a few decades can be subtle, making up only a small per-

centage of the investigated spatial domain. For example, Herreid et al. [2015] measured

debris area changes ranging from 0.2 to 7.5 km2 for a spatial domain of 1502 km2 and

an error estimate of about 5% for the TM and OLI Landsat sensors. To achieve this de-

gree of precision, Herreid et al. [2015] manually mapped transient snowline and cloud
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cover for each image and set the spatial domain for change detection at the aggregate

maximum snow cover and removed an aggregate cloud mask. This maximizes the like-

lihood that every pixel within the spatial domain will have a radiance value coupled to

one of two outcomes: debris-covered or debris-free. These same manual methods were

applied for the 12 regions investigated in this study.

Changes were derived across one satellite image pair per sample location. While one

path/row conveniently covered the entire region investigated in Herreid et al. [2015],

it is common for a satellite image edge to cut across a glacier system. This means

some changes are measured for only a fraction of the full glacier area. Additional

constraints on a per glacier scale analysis stem from the snow and cloud restrictions

described above. For example, if there is a low transient snowline for one of the two

images, debris area changes will not be considered for the fraction of the glacier’s debris

cover that is buried under snow. These patches of no data can be substantial, rendering

results misleading if presented at a glacier scale. It is therefore the most truthful to

present changes only for the constrained spatial domain. Losing the ability to present

glacier scale results limits the comparative metrics that can be derived. Rather than

presenting a change in debris-covered area (debris-covered area over total glacier area),

results are presented as a percentage change of the initial state (A1 at t1). This metric is

perhaps less straight forward than simple change in debris-covered area, but enables a

normalized comparison between 12 spatial domains of different sizes and different time

intervals (dt).

Glacier area was held constant in the accumulation zones for both t1 and t2. Terminus

positions were adjusted manually where change had occurred. While the frontal posi-

tion of glaciers were adjusted, the lack of a careful adjustment to the remaining glacier

area precluded a comprehensive discussion of glacier area changes. While accounting

for terminus retreat, the focus of these results are on changes in debris cover alone.
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5.2.2 Contextual information

The metric used to normalize and compare debris-covered area changes is a percentage

change from the initial debris-covered area over time. The metric is computed for a

spatial domain that is likely excluding debris-covered (ablation zone) area as described

in the preceding section. Because of these conditions, the metric is made much more

meaningful in a context of other metrics derived at a glacier scale for the surrounding

glaciers. Two additional metrics were derived for the full extent of all glaciers that in-

tersected the spatial domain: the glacier wide percent-debris covered area (from t2) and

debris expansion potential (derived in 4.3.14). The spatial domains for all 12 regions

are shown in Fig. 5.3 and Fig. 5.4 (yellow area) as well as the surrounding glacier area

used to derive these contextual metrics (white area) and the debris cover that exists but

was not included in change measurements (black area) due primarily to snowline vari-

ability. These additional metrics help frame the observed changes. For example, if two

regions with different amounts of initial debris cover gain an identical amount of newly

debris-covered area, the region with a very sparse initial debris coverage will show a

significantly greater change than the region that was already heavily debris covered.

5.2.3 Debris map and debris area change errors

The four glaciers used to assess debris cover map error in Chapter 4 (locations shown in

Fig. 3.1) were coincident in space and time with the debris area change measurements

conducted in this chapter. The errors reported in Chapter 4 are, in this chapter, errors

calculated for t2. Following the same method, described in Sect. 4.3.15, debris cover

‘truth’ datasets were derived manually for the earlier time, t1. This enabled not only an

assessment of debris mapping method performance broken into FP and FN errors, but

also an assessment of debris-covered area change error.
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5.3 Results

Normalized results summarizing a global sample of debris-covered area change over a

region variable time span of 15-37 years is shown in Fig. 5.1 and summarized in Table

5.1. These results show a combined signal of debris-covered area increase. Notable out-

liers include the Karakoram Mountains and central Tian Shan where net debris-covered

area is only slightly positive or stable. This anomaly is described in depth by Herreid

et al. [2015]; however, the authors did not consider, or hypothesize that a similar no

change signal might be present in the Tian Shan. Outlying regions showing very high

rates of debris-covered area additions include Iceland and Manson Icefield. Figures 5.3

and 5.4 show each sample location entirely, with debris-covered area colored to show

debris area lost, debris area gained and debris area that maintained a debris coverage

between t1 and t2. Figure 5.3e provides an explanation for the dramatic debris area

changes measured for Iceland and suggest the changes would be even more dramatic if

the snowline present during t1 had been high enough to include the (now) very heavily

debris covered area mapped at t2. The rapid change in debris coverage on Iceland is

unique because the depositional mechanism is aeolian volcanic fallout rather than typ-

ical gravitational valley wall mass wasting. The surface patterns of the debris cover is

notably distinct relative to debris cover structures found on the surface of most other

glaciers on Earth. The high rates of change measured on Manson Icefield are a real

world expression of the example given for a region with a very sparse initial debris

cover.
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TABLE 5.1: Global sample of debris-covered area changes. A1 and A2 refer to the areas of debris mapped at t1 and t2, respectively. The spatial
domain these values are computed from are shown in Fig. 5.3 and 5.4.

Sample region (RGI ID) t1 t2 A1 A2 dt dA
dt

10
�

dA
A 1

�

dt
dA\A1
A1

(decimal year) (decimal year) (km2) (km2) (years)
�

km2

year

�
(% change from t1 decade�1) (%)

Delta Mountains (1) 1987.70 2010.70 188.0 216.0 22.99 1.2 6.5 93.0
Wrangell Mountains (1) 1990.61 2013.61 353.0 448.0 22.99 4.1 11.7 94.3

Manson Icefield (3) 1987.58 2002.55 9.8 15.8 14.96 0.4 40.9 90.8
Baffin Island (4) 1985.48 2001.58 74.7 114.8 16.10 2.5 33.4 93.7

Iceland (6) 1986.69 2014.68 68.1 164.3 27.99 3.4 50.5 92.1
European Alps (11) 1984.67 2015.66 16.1 28.2 30.99 0.4 24.3 96.3

Caucus Mountains (12) 1986.35 2011.61 56.6 69.9 25.26 0.5 9.3 96.6
Karakoram Mountains (14) 1977.59 2014.56 329.0 331.0 36.97 0.1 0.2 98.0

Central Tian Shan (13) 1989.64 2007.65 507.7 520.7 18.01 0.7 1.4 96.0
Kangri Garpo (13) 1999.73 2013.74 100.8 112.8 14.02 0.9 8.5 98.1

North Patagonian Icefield (17) 1987.07 2011.12 54.9 69.4 24.05 0.6 10.6 88.6
New Zealand (18) 1991.00 2016.12 74.6 77.5 25.12 0.1 1.6 99.1



FIGURE 5.1: A global sample of debris-covered area change. Percent debris-covered and debris expansion potential are computed for several
glaciers together. Data and results used to generate this figure are shown in more detail in Fig. 5.3 and 5.4.
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Local debris-covered area loss (pixels that flipped from debris -covered to debris-free,

orange area in Fig. 5.1, 5.3, and 5.4) has two sources: a local loss in debris cover

mass balance or debris structures that are translated orthogonal to glacier flow (with

no change to the local debris mass balance). Considering a stable, debris-covered ter-

minus edge of a glacier in Eulerian coordinates, there is a constant flux of rock debris

being evacuated from the glacier domain with no loss of debris-covered area. In order

for there to be an area change in debris cover for this location, the up-glacier debris

flux has to reduce to zero. In a case where the terminus position is not stable, debris

area can be lost by the terminus coordinates flipping from glacier coordinates to ex-

traglacier coordinates. This is most evident in the case of a calving terminus, e.g. in the

North Patagonia Icefield (Fig. 5.1), where debris-covered area is lost in parallel with

glacier area loss. The two sources of debris area loss, debris cover mass balance loss

or translated features, were not differentiated within this study, however, area loss from

translation will have an equal signal of area gain and will cancel in the net change re-

sult. This leaves the net change result as a mixed signal of area loss through glacier (and

thus possibly debris-covered area) shrinkage and area gain through higher debris fluxes

entering the glacier or an increased rate of ablation-driven englacial debris exhumation.

5.3.1 Testing the debris expansion potential hypothesis

From the debris-covered area change results, the explicit area that changed (pixels that

flipped from debris-free to debris-covered or vise versa) was isolated. The intersection

of this area of change (dA) with the debris map from the earlier time (t1) was found.

This isolated newly debris-covered area that touches existing debris cover from newly

debris-covered area that nucleated and grew independent from a boundary with existing

debris. The intersection included the case of boundaries sharing a line segment, which

in this application, was the only case present. The resulting area within dA that met

the intersection condition was divided by the total area of dA to derive the fraction of

new debris cover that could be interpreted as part of an ongoing evolution of an existing
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FIGURE 5.2: Barnard Glacier in the Wrangell Mountains, Alaska, shown as an exam-
ple of the global sample. Most new debris covered-area shares a boundary with existing
debris cover. Less than 10% of new debris cover nucleates independently from other

debris (example shown in red).

debris system rather than the nucleation of a new system. This fraction is given for

each sample region in Table 5.1 and an example of data showing both conditions is

shown in Fig. 5.2. These results show that a very high majority (all regions > 90%) of

newly debris-covered area borders existing debris cover, supporting the hypothesis that

predicates the definition of debris expansion potential in Sect. 4.3.14.
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5.3.2 Error analysis

Results from the error analysis conducted on four glaciers located in four different re-

gions (Alaska, the Canadian Arctic, Southern Andes, and eastern Himalaya) are shown

in Fig. 5.5 and summarized in Table 5.2. FP and FN errors were derived for both t1

and t2 for all four glaciers and summed in quadrature to quantify debris-covered area

change error. For context, summed error is shown along with the percentage of debris

area that changed in Table 5.2. Both quantities are calculated as a fraction of the spatial

domain for this particular glacier (Fig. 5.5). ‘Area of change’ is any debris-covered

area from t1 or t2 that was not debris-covered during both t1 and t2, in set theory terms,

the symmetrical difference. These results show that the debris area change signal is

outside of the error bounds. It can therefore be stated with quantified confidence that

the trend of debris-covered area increase is real. A secondary result is that for these

four regions, the dt between images is sufficient to measure debris area changes from

Landsat satellite data.

TABLE 5.2: Debris cover map error analysis results for Four glaciers (locations shown
in Fig. 5.5). Area of change refers glacier specific area that changed to or from debris-

covered within the spatial domain of the error analysis.

t1 t2
Glacier (RGI region ID) FP FN FP FN

P
error Area of change

% % % % % %

Barnard Glacier (1) 0.4 1.0 2.6 0.3 2.8 16.6
Mittie Glacier (3) 0.0 1.1 0.0 0.7 1.3 6.5

30� 30’ 24”N, 94� 34’ 55”E (13) 0.1 3.3 0.3 1.3 3.6 13.6
Pared Norte Glacier (17) 0.0 5.8 0.2 3.5 6.8 22.6
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FIGURE 5.3: Locations, data and results used to generate Fig. 5.1. Green is land,
blue is ocean, light grey are glaciers not considered in this analysis and white are
glaciers where the contextual metrics were derived. Black boxes outline the example
areas shown in Fig. 5.1, red boxes outline the area considered for error analysis (Fig.
5.5). Locations are: (a) Delta mountains, Alaska Range; (b) Wrangell Mountains; (c)
Manson Icefield, Ellesmere Island; (d) Baffin Island; (e) Iceland; (f) European Alps.
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FIGURE 5.4: Locations, data and results used to generate Fig. 5.1. Green is land,
blue is ocean, light grey are glaciers not considered in this analysis and white are
glaciers where the contextual metrics were derived. Black boxes outline the example
areas shown in Fig. 5.1, red boxes outline the area considered for error analysis (Fig.
5.5). Locations are: (a) Caucus Mountains; (b) Central Tian Shan; (c) Karakoram

Mountains; (d) Kangri Garpo; (e) North Patagonian Icefield (f) New Zealand.
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FIGURE 5.5: Debris cover map error analysis and debris area change error analysis. Shown in the context of debris area change coincident with the
error analysis spatial domain.
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5.4 Discussion

Four of the regions presented in this study are contemporary to previously published

results of debris-covered area change. Two regions were expanded spatially: New

Zealand, where previously debris evolution was measured for Tasman Glacier [Quincey

and Glasser, 2009]; and the Caucus Mountains where previously changes were mea-

sured for 6 glaciers (21.3 km2 combined) by Stokes et al. [2007] and Djankuat and Zop-

khito glaciers by Lambrecht et al. [2011]. This study presents newly derived changes for

a subset of the changes measured by Glasser et al. [2016] in the North Patagonian Ice-

field and the Karakoram Mountain region results shown are directly taken from [Herreid

et al., 2015]. The remaining 8 regions have no known observations of debris-covered

area change measurements. While the metric used in this study to present change is not

perfectly commutative to the more commonly reported changes in glacier wide percent

debris-covered, the more broad, collective global trend of debris-covered area increase

is consistent with the overlapping literature. A main contribution of this study is the

application of consistent methodology to several regions around the world, adding an

additional level of confidence to interpreting a global scale signal.

This study used a method of defining a spatial domain that is arbitrary, but consistent

and minimizes false signals. This allowed for high confidence results with a relatively

fast and easy manual step (more care would be required to account for the total debris

cover on a glacier, or a region, as well as a consideration of what area might be missed

e.g. Fig. 10 from Herreid et al. [2015]). However, there was still a manual step, making

a global census of debris-covered area change equal in workload to the steps undertaken

to produce the global debris map presented in chapter 4, yet more difficult due to older,

less advanced satellite sensors from which a global library of imagery would need to be

assembled from as well as the need for a very accurate snowline mapping method. All

of these steps may be automated and possibly the high confidence debris map presented
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in Chapter 4 can aid full automation, but the snowline problem will require a careful

treatment to derive high confidence results.

The narrow window of observation presented here in relation to the long-term glacier

timeline discussion from Chapter 4 places the current state of glaciers on a “forward”

trajectory where debris cover is increasing and glacier area is trending towards deglacia-

tion. The hypothesis predicating the debris expansion potential metric is supported, and

measured changes are shown to be greater than the margin of error. However, the time

window of observation is still arguably short to truly resolve changes in the metrics

shown in Figure 4.10, particularly those relating to the development or fusion of medial

moraines. These uncertainties will decrease as the duration of the satellite era continues.

Numerical modeling of debris cover evolution will also provide a deeper understanding

of how the quantities relate to one another and how they fit into a greater timeline of

cyclical glaciation.

5.5 Conclusions

Direct measurements of debris cover evolution from 12 sample regions on Earth show

a consistent signal of debris-covered area expansion. The high Canadian arctic and

Iceland are notable outlying regions of high debris expansion where a very early de-

bris cover is forming, amplifying changes, and debris was deposited through aeolian

volcanic ash processes, respectively. The Karakoram Mountains and central Tian Shan

were identified as notable outliers of minimal, to no debris-covered area change where

a stable glacier mass balance may be coupled to stable debris coverage. These results

offer the first global scale evaluation of debris-covered area change conducted with a

consistent methodology. These result also spatially expand upon, as well as corroborate

with, the existing suite of past studies that have measured changes in debris-covered

area. Continuing this line of research, both as a longer span of time falls within the

satellite era and as automated methods advance to compete with manual methods for
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accuracy, the spatial domain considered will grow to include all glaciers on Earth and

a more comprehensive understanding of the coupled evolution of glacier and debris-

covered area will be possible.
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Chapter 6

Automated detection of ice cliffs

6.1 Introduction

The map-view surface expression of an ice cliff is often a crescent, circular or linear

swath of steep, bare (or thinly debris covered) glacier ice surrounded by a debris layer.

Steep glacier ice not completely surrounded by debris cover might exhibit melt and

evolution patterns similar to ice cliffs, but the lack of a bounding debris cover makes

these areas characteristically distinct from ice cliffs and are thus excluded from this

study.

Watson et al. [2017] report that most ice cliffs within a subset of glaciers in the Central

Himalaya are 200 m or less in length with a length of 20-40 m being the most frequent.

Thompson et al. [2016] report a mean ice cliff height of 15.5 m at Ngozumpa Glacier in

Nepal with notable outliers up to �45 m. No current literature suggest other glacierized

regions on Earth have ice cliffs with dimensions that deviate wildly from these localized

findings. Due to this relatively small size and the high slope angle of an ice cliff, a nadir

looking sensor will capture the width of an ice cliff in map-view as, D, a distance that

under represents the true distance from the bottom debris-ice interface to the top debris-

ice interface by a reduction factor of
R

D

0
cos(�)dx, where � is surface slope along an ice

cliff transect oriented parallel to the x-axis (to simplify the formulation of this example).

This (likely) narrow map-view area means that even in an ideal (for mapping) setting

where there is no debris on an ice cliff face, the optically sharp boundary between rock

and ice could be saturated or completely muted in remote sensing data where ice cliff

area does not occupy a sufficient fraction of a data pixel. A DEM-derived surface slope

expression of an ice cliff is not encumbered by debris cover on the ice cliff face, yet
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the ‘true’ steep slopes of an ice cliff can also be saturated or completely muted if the

spatial resolution of the computed slopes are coarse to a point where no slope value is

calculated solely from pixels located within an ice cliff face. For both visible and DEM

data, in the common case where an ice cliff narrows gradually at the cliff ends, ice cliff

edge defining signal saturation is likely to increase towards the narrow ends and could

cause a systematic underestimation of ice cliff area if left unaccounted for.

If cloud free, ablation season visible spectrum imagery is used to map ice cliffs, cliff

aspect, surrounding topography and sun position at the time of data acquisition control

whether the surface will be shaded or illuminated. North and south facing ice cliffs

present in a single image will likely appear either dark (shaded bare ice) or light (illu-

minated bare ice) relative to unshaded surrounding debris cover. Crescent to circular ice

cliffs will likely exhibit a spectrum of shade and illumination. Automated or manual ice

cliff mapping techniques using cloud free visible spectrum imagery would likely need

to mitigate this factor and also discriminate between shaded ice cliff area and shaded

debris-covered area.

A factor that may be abundant in some regions and add to the complexity of identifying

and mapping ice cliffs is the presence of thin or sparse debris cover on an ice cliff face

(hereafter referred to as a “thin” debris cover, but still describing sparse debris cover

that could include large clasts or boulders). A “thin” debris layer is undetectable from

DEM data (with the exception of data with a spatial resolution that is sufficiently below

the size of the rock clasts/fragments). With data at a sufficient resolution (dependent

on clast size and abundance), “thin” debris can be detected by visible spectrum or ther-

mal sensors which can both facilitate mapping this quantity but also possibly introduce

ambiguities when defining ice cliff area. For example, if the same ice cliff is mapped

from thermal data twice in the same (summertime) day, once at night (where, for this

example, the “thin” debris is < 0�C, in thermal equilibrium with the neighboring bare

ice and is thus undetectable) and again midday (where the “thin” debris is the same,

> 0�C, temperature as the debris cover surrounding the ice cliff and classified as such),
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a single scientist might generate two very different maps of an ice cliff area that, in

reality, experienced no significant chance.

The “thin” debris covering an ice cliff face during the melt season can vary with the

deposition and/or removal of rock fragments. This process could be a slow evolution

(e.g. coupled with melt, neighboring sediment distributions and englacial debris con-

centration) or a near instantaneous result from a local storm (e.g. windblown silt ac-

cumulations on wet, rough ice cliff surfaces). These processes lead to an ambiguity in

defining an ice cliff where time may need to be considered. For example, if an image

of a cliff shows that 30% of the surface area within the cliff face is comprised of large

rocks caught on narrow ice ledges, should this area be excluded from what is called an

ice cliff or can it be assumed this debris cover is transient and superfluous to consider?

At large scales, a time consideration of debris cover within ice cliff faces is unrealistic,

yet a 30% error could have a large and compounding impact on, for example, a study

calculating energy fluxes. Furthering this example to the case where over time a cliff

face is 100% debris covered, there are two classification possibilities: the cessation of

being an ice cliff or, if the cliff exhibits some unique signature (e.g. a thermal anomaly

and/or fine sediment/clast size distribution relative to the surrounding debris cover), it

could still be considered an ice cliff.

Considering the cessation case where ice cliff area transitions to steep debris-covered

area, it is not unrealistic that the true distributions of a population of ice cliff surface

slopes and a population of debris-covered area surface slopes will have some overlap.

If true, this implies that a simple surface slope threshold alone cannot cleanly identify

ice cliff area. A highly successful automated or manual ice cliff mapping technique will

likely require a combination of multiple input datasets (e.g. visible and thermal data or

visible and elevation data) yet still, ambiguities with defining what is and is not an ice

cliff will likely remain regardless of approach.

While very high (less than 1 m) spatial resolution data capable of not only resolving
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ice cliff faces but clasts of surrounding debris would be ideal for mapping confidence,

data at this resolution are neither freely available or available at large scales (e.g. for

a whole mountain range). Considering this, an attempt was made to balance ice cliff

identification success rate with input data that is starting to become freely available at

wide spatial scales. The automated method presented here uses 5 m digital elevation

data alone to identify ice cliffs. The method includes a procedure to identify ice cliff

area at the ends of ice cliffs that have a narrowing end geometry. Visible imagery with a

spatial resolution of less than 1 m was collected in the Alaska Range and used to assess

the abundance of “thin” debris cover on ice cliff faces.

Five methods have been used in the past to map ice cliffs: (1) field mapping [e.g. Steiner

et al., 2015]; (2) manual digitization from remote sensing data [e.g. Han et al., 2010;

Sakai et al., 1998; Thompson et al., 2016; Watson et al., 2017]; (3) automatically, using

a surface slope threshold [e.g. Reid and Brock, 2014]; (4) automatically by a principal

component analysis using visible near infrared and shortwave infrared satellite bands

[Racoviteanu and Williams, 2012]; and (5) automatically by an object based image

analysis of unmanned aerial vehicle data [Kraaijenbrink et al., 2016]. None of the re-

mote sensing studies listed offer a confidence metric based on independent data for their

ice cliff map products and field mapping is not realistic for large-scale analyses.

The objective of this chapter is to present a new approach to automate the detection of

ice cliffs. The method (1) requires input data that are, or are starting to become, freely

available globally; (2) automatically selects threshold values that can accommodate dif-

ferent geographic locations and variable physical characteristics; and (3) is assessed for

quality against additional high resolution visible and thermal data.
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6.2 Data

6.2.1 Input data

There are three required datasets for this method: (1) the glacier area over which the

method is applied; (2) multispectral satellite imagery; and (3) a DEM (specifically for

the examples presented here, a digital surface model) with around 5 m spatial resolution.

Since the DEM alone is used to identify ice cliffs (the likely most temporally transient

feature present in the data), it is not crucial that all three datasets be coincident in time.

However, debris-covered area and glacier margins should be assessed to ensure they

have not changed significantly over the time span of the data used.

6.2.1.1 Glacier area

The spatial domain over which ice cliffs are detected is bound by a user defined polygon.

The perimeter can outline a portion of a glacier, a whole glacier or many glaciers and

can be a mix of debris-covered and debris-free glacier area. A subset of the Randolph

Glacier Inventory [Pfeffer et al., 2014] is a suitable input but should be assessed for

accuracy to avoid any erroneous inclusion of off-glacier slopes which could be misiden-

tified as ice cliff area and skew computed statistics. Computational cost might become

a factor for typical desktop or laptop computers if solving over a large domain. This

issue is addressed in Sect. 6.3.3.

6.2.1.2 Satellite imagery

Multispectral satellite imagery is only used in this method to map debris cover. The

ratio of a near infrared (NIR) band and a shortwave infrared (SWIR) band is used to

empirically remove radiance value variance from topographic illumination angles and,

to some degree, cast shadows [Vincent, 1973]. Data from the NASA/USGS Landsat

program (used in this study, NIR: OLI band 5 (30 m); SWIR: OLI band 6 (30 m)) and

ESA Sentinel-2 (NIR: band 8 (10 m); SWIR: band 11 (20 m)) are two data sources that
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meet the input spectral and resolution requirements to map debris cover and are both

freely available.

6.2.1.3 DEM

Elevation data are key for both identifying the location of ice cliffs and also defining

their area. For the results of this method to be meaningful, an input DEM must have

sufficient resolution and precision to resolve topography below or near the size of most

ice cliffs within an area of interest. Because ice cliff locations are not being identified

as the residual of DEM differencing, a high absolute height accuracy with respect to the

geoid is not critical (while relative vertical accuracy is decisive). This can simplify data

processing if the input DEM is derived using structure from motion photogrammetry.

Photogrammetric methods are often successful at resolving relative topography and im-

age correlation methods simplify geolocation in x; y, yet a high vertical accuracy with

respect to the geoid (i.e. true elevation) requires a suitable ground control point network

[Westoby et al., 2012].

DEM data that meet this criteria are not freely available for all glacierized regions on

Earth at the present time. However, recent advances such as (1) the Interagency Arctic

Research Policy Committee which has released Arctic DEM (http://ArcticDEM.org),

a freely available 2 to 8 m resolution DEM for all landmass above 60� latitude and

the entire State of Alaska; (2) a freely available 8 m resolution DEM for high moun-

tain Asia (https://nsidc.org/data/highmountainasia); and (3) 12 m resolution TanDEM-

X DEM data which may be freely available per a scientific data acquisition request

(https://tandemx-science.dlr.de/) all show promise that high resolution DEM data in

glacierized areas may soon be available globally.
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6.2.2 Glaciers used for calibration and validation

The parameters of this method were calibrated using manually derived ice cliff outlines

based on high resolution visible (�8 cm) and thermal (80 cm) data that cover a portion

of Canwell Glacier in the Eastern Alaska Range, Alaska, USA (Fig. 3.2, 6.1). To test

transferability, the same parameter set was applied to a portion of Ngozumpa Glacier

(Fig. 3.2, 6.1) in the Khumbu Himal, Nepal with an independent validation dataset

previously published in Thompson et al. [2016]. A shift between the ice cliff slope

distributions of Canwell and Ngozumpa glaicers (Fig. 6.2) suggest that even if over-

looking distribution overlap errors, a simple surface slope threshold deemed suitable to

define ice cliffs at one location may capture a different portion of the distribution in

other regions on Earth.
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FIGURE 6.1: Study area on Canwell Glacier (a) and Ngozumpa Glacier (b). The spatial
domains over which the ice cliff mapping method was applied are shown in black. The
footprint of subsequent map-based figures within this paper are shown. Arrows show
the look direction of figures that have an oblique orientation. The underlying imagery
shown in (a) is the orthomosaic collected on 29 July 2016 (Sect. 3.5.1.1) overlain on a
Landsat8 image (path/row: 67/16) acquired on 31 August 2016; and (b) the GeoEye-1

image acquired on 23 December 2012 provided by [Thompson et al., 2016].
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FIGURE 6.2: (a): portion of Canwell Glacier, Alaska, USA, looking down glacier a
distance of �1.4 km. Manually generated debris-covered area outlines and ice cliff
outlines are shown in orange and red, respectively. The underlying image is an ortho-
mosaic of visible imagery collected above Canwell Glacier on 29 July 2016, draped
over a DEM derived from the same images. The inset histogram shows normalized
populations of surface slopes present in the pictured debris-covered area and ice cliff
area. The grey/orange region of overlap illustrates the difficulty of using surface slope
alone to identify ice cliffs. Percentages give the fraction of the total area occupied by
both classes (in map view). (b): same as panel (a) but for Ngozumpa Glacier, Nepal,
also looking down glacier a distance of �1.4 km. The scale in panels (a) and (b) are the
same. Yellow lines are ice cliff top edges mapped by Thompson et al. [2016] which
were manually expanded to ice cliff area (red) with minor additions. The underlying
image and DEM are from GeoEye-1 acquired on 23 December 2012. Locations shown

in Fig. 6.1.
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6.3 Methods

6.3.1 Isolation of debris-covered area

The spatial domain is refined from total glacierized area, including bare ice and accu-

mulation zone area, to only debris-covered glacier area. Debris-free area was identified

and removed using the ratio of NIR and SWIR satellite bands (Landsat 8: OLI band 5

/ OLI band 6) with a user defined threshold [Paul et al., 2004](Table 6.1). To prevent

the removal of bare ice pixels that are part of an ice cliff, closed shapes identified as

bare ice within the debris-covered area were filled (reclassified as debris-covered area)

if below a user defined threshold area (Table 6.1). This is possible where an ice cliff is

debris-free and big enough to cause one or more satellite image pixels to fall below the

NIR/SWIR ratio threshold.

6.3.2 Ice cliff identification

6.3.2.1 Iterative ice cliff detection

Within debris-covered area, surface slope, �, is calculated as the maximum elevation

difference for each DEM pixel value relative to its 8 neighbor values. A threshold slope

value ,�i, isolates steeper area from which statistics and further threshold values are de-

rived. This area, and all subsequent areas derived in the mapping method, are simplified

as a shape in two dimensions (2-D). Only final results of the mapping method are con-

verted to 3-D surfaces (method described in Sect. 6.3.4 and referred to synonymously

as ‘true surface area’ and ‘area considering slope’). The method is run iteratively, vary-

ing �i over the full range of possible surface slopes (below over-vertical), from 0 to 90�

in n number of iterations (i).
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TABLE 6.1: Model parameters. Where � �i is the surface slope threshold that defines the base ice cliff shape (A i) for each iteration, Aei is the same
as A i but with a slightly lower surface slope threshold and p(x = Ice cliff j �; ! ) is ice cliff probability given surface slope and overlap with Acliff
(Sect. 6.3.2.1). Look distance is the number of L t � L t cells the routine will look beyond and still consider as ‘neighboring’ during segmentation

of a spatial domain greater than L t2.

Symbol Description Value used in this study

NIR/SWIR threshold for debris mapping (for this study: Landsat 8 OLI5/OLI6) 1.2
Threshold area for bare ice area reclassified as debris-covered area 2700 m2

n Number of iterations 36 (2.5� increments over 90�)
Le Ice cliff centerline extension length see Table 6.2
� Centerline buffer distance see Table 6.2
�e Degrees by which ��i is reduced to define Aei see Table 6.2
Amin Minimum ice cliff area threshold see Table 6.2
’ p(x = Ice cliff j �; !) reduction factor 0.5
 Limit where y0(�) (derivative of Eq. (6.2)) is effectively 0 0.0001
Lt Target/maximum domain processing square tile side length 1500 m (area: 2.25 km2)
nc Look distance for domain segmentation 1
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For each i, two areas are defined that will, together, define area with a high likelihood

of being an ice cliff: (1) an initial ice cliff area (Ai) from which statistics are computed,

further geometries are derived and the base shape of the final ice cliff area is defined;

and (2) Aei, an area slightly more encompassing than Ai from which lengthwise ends

of the final ice cliff geometries are extracted (subscript ‘e’ for ‘end’).

Ai is defined as area(� > ��i) where ��i = mean(� > �i) (Fig. 6.3a). Using ��i

rather than simply �i speeds up computation by discarding the case where ice cliffs

occupy an overwhelming percentage (>>50%) of the debris-covered area. If ice cliffs

did occupy one half or more of a debris-covered area (in map-view), its classification as

a debris-covered portion of a glacier could be questioned.

Ice cliff centerlines are computed by creating a Voronoi cell for each vertex in the outline

of Ai converted to a dense set of vertices. The bounding edges of each Voronoi cell

is removed except for the edge in the center of a shape in Ai. A point removal line

simplification is applied to smooth extraneous bends, particularly at centerline ends.

The centerline ends are then extended by a user defined distance, Le (Fig. 6.3b), with

the topological restriction that centerline extensions can intersect, but not cross one

another. The extended centerlines are then transformed to an area, Bei, by a buffer

distance, �, applied outward in all directions (Fig. 6.3b). Cei is the intersection of

Bei and Aei, where Aei is area with a surface slope greater than ��i relaxed by a user

defined factor, �e (Fig. 6.3c). Cei is intended to identify area that is part of an ice

cliff but expressed by surface slopes less than ��i due, possibly, to narrowing ice cliff

ends where DEM data and subsequent surface slope calculations saturate a true, steep

surface slope signal. Area with a high likelihood of being an ice cliff, Acliff i, is defined

as the union of Cei and Ai where a user defined minimum shape area threshold, Amin is

exceeded (Fig. 6.3d).

Acliff i is the definitive ice cliff area used for the error analysis in Sect. 6.3.5 after

optimization described in Sect. 6.3.2.2, but for some applications of this method, a
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FIGURE 6.3: Method used to define ice cliff area, Acliff i for each iteration, i , and a
final, optimized iteration, subscript opt. Surface slope threshold � i is applied over the
range 0-90� from which the subsequent quantities shown in steps a-d are calculated.
Quantities in bold font are fixed scalar model parameters that do not vary over the
iterative process. (a) shows how the area A i is defined by � �i, the mean surface slope
of values constrained by � i. A procedure using a Voronoi partition defines a centerline
within A i. (b) shows this centerline extended by a distance of L e, and transformed
into an area, Bei, by an outward buffer distance, � , applied in all (x; y) directions. (c)
shows the definition of Aei, an area defined by a surface slope threshold lower than � �i,
where � �i is reduced by � e. The intersection of Aei and the buffer area, Bei, defines
Cei. Cei allows the identification of ice cliff end area that has a surface slope below
� �i but above Aei while rejecting area that falls within this same surface slope interval
but is not located at the ends of an ice cliff. The intersection of A i and Cei, with areas
below a threshold, Amin, removed defines the final ice cliff area, Acliff i, for that i (d).

distributed probability map might be a more useful product. With �i as a lower limit

and �u, where �u = ��i + std(� > �i), as an upper limit, the probability that a pixel,
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x, is part of an ice cliff can be estimated where

p(x = Ice cliff j �; !) =

8
>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>:

0; � < �i; ! = f1; 0g

� + �i
�u � �i

; �i � � � �u; ! = 1

’(� + �i)

�u � �i
; �i � � � �u; ! = 0

’; � > �u; ! = 0

1; � > �u; ! = 1

: (6.1)

From Eq. 6.1, ice cliff probability is assigned given surface slope, �, and !, where !

is a binary classification f1; 0g for pixels falling within Acliff i, 1, and outside Acliff i, 0.

For pixels where ! = 0, ice cliff liklihood is reduced by a user defined factor, ’. ’ = 0

implies the iterative process will have zero error, ’ = 1 discards the entire iterative

process and ’ = 0:5 (for example) means that a surface slope > �u but not bound by

a high likelihood ice cliff shape (Acliff i) will be assigned a p(x = Ice cliff j �; !)

value of 0:5. With this use of ’ = 0:5 as a reduction factor, area iterativly identified

as ice cliff will be assigned a p(x = Ice cliff j �; !) that is a factor of 0.5 greater

than any other area but no steep surface slope will be completely rejected as having

p(x = Ice cliff j �; !) = 0.

The result of this iterative process is 90=n gridded ice cliff probability maps and vector

ice cliff shapes (Acliff i) for the entire spatial domain.

6.3.2.2 Heuristic selection of �opt: a best �i

The 90=n ice cliff probability maps are constrained by two conditions: where the

spatial domain is unrealistically dense with ice cliff and where there is zero ice cliff

area. Using the resulting ice cliff area (Acliff i), ice cliff fraction, yi, is calculated as

Acliff i=area(spatial domain). To derive a continuous, functional form of ice cliff frac-

tion, the equation
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y(�) = a exp
�
�

� � � b
c

� 2�
(6.2)

is fit to yi and �i using non-linear least squares where a, b and c are fitting parameters.

The curve expresses unrealistically high y(�) with low values of � because the threshold

slope for ice cliff classification is well below slopes from surface roughness/undulations

common for a debris-covered portion of a glacier. If there are ice cliffs within the spatial

domain, the increase in � towards 90� causes the threshold to become too stringent,

excluding even true ice cliff area. Steep ice cliff faces (and possibly erroneous DEM

data) will cause iterations to run through high values of � with minor reductions in

y(�) causing the slope of y(�), y0(�), to gradually approach 0 as � approaches 90�. If

there are no ice cliffs within the spatial domain, the iterative process will end as soon

as Acliff i = 0, which will likely occur at a lower � relative to a spatial domain with ice

cliffs because debris cover can only be maintained on a subset distribution of surface

slopes (see inset histograms in Fig. 6.2). This truncation is likely the key distinction of

areas with no ice cliffs relative to ice cliff abundant domains (see Sect. 6.5.2). If there

are ice cliffs within the spatial domain, some value of �i will optimize a match with the

true ice cliff fraction. The method uses a heuristic approach to select this �i, termed �opt,

which might provide the most accurate final Acliff and coupled p(x = Ice cliff j �; !)

map.

Where � is low and y(�) is unrealistically high, all ice cliffs will likely be included

(high true positive rate [defined in Sect. 6.3.5]) yet will be accompanied by a large

amount of non-ice cliff area (low precision [defined in Sect. 6.3.5]). Conversely, as �

approaches 90�, or max(�) if max(�) < 90�, the small areas within y(�) will very

likely be ice cliff area (high precision), but widely under resolve the true ice cliff

area (low true positive rate). In the absence of validation data to explicitly optimize

true positive rate and precision, the ‘elbow’ of the curve as y(�) shifts from a steep

slope, high y0(�), to y0(�) approaching 0, is hypothesized to correspond to the optimized

maximum of both true positive rate and precision (Fig. 6.5). The hypothesis is that as

101



6. Mapping ice cliffs

�i increases and less sloped debris-covered area (e.g. from strain and differential melt)

is included as mapped ice cliff, true ice cliffs will begin to comprise the majority of the

mapped ice cliff fraction (yi). This can be hypothesized to have a stabilizing effect (ice

cliffs are a small, consistently steep area), lowering the rate of loss of mapped ice cliff

area and slope of the curve as �i continues towards 90�. This so-called ‘elbow’ point

may thereby identify a �opt that reflects a surface slope characteristic common to the

small spatial domain the method is applied to, but possibly unique to a geographical

region or latitude. This point, (�opt; yopt) is defined as

(�opt; yopt) = (�; y(�)) where (�; y(�)) \max(d); (6.3)

where

d = distance(P1; P2; (�; y(�))) =
j (y2 � y1)�i � (�2 � �1)y + �2y1 � y2�1 j

p
(y2 � y1)2 + (�2 � �1)2

:

(6.4)

d is the orthogonal distance from a line defined by points P1 and P2 to the function y(�)

(Eq. (6.2)), where

P1 = (�1; y1); �1 = � where y0(�) = ; y1 = y(�1) (6.5)

and

P2 = (�2; y2); �2 = � where y(�) = max(y(�)); y2 = y(�2): (6.6)

 is an input parameter with a near zero value (Table 6.1) defining the limit when y0(�)

is effectively 0. Since the function asymptotically approaches 0, without , �1 would

always be 90� and this geometric approach would likely fail to identify the so called
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‘elbow’ of the curve. Additionally, DEM errors can sometimes have vertical or near

vertical slopes (e.g. a raised artifact). These errors will be identified as ice cliff area but

will not impede the calculation of (�opt; yopt) because very steep area causes a vertical

translation of the function y(�), thus not affecting y0(�). An alternative approach could

use higher order derivatives to identify (�opt; yopt) thus eliminating the parameter , but

this approach might be unreliable due to numerical instability.

A final application of the model where �i = �opt produces a final automated ice cliff

probability map. If visual inspection suggests large errors, all of the ice cliff probability

maps and resulting ice cliff area shapefiles generated from the earlier set of iterations are

retained and can be manually assessed to establish if a more adequate �i value should

be considered optimal. Future applications of this method that produce large errors

might indicate that a fixed  value is not suitable for all regions or that the surface slope

distributions of debris-covered and ice cliff area have too much overlap to use surface

slope alone as a deterministic attribute.

6.3.3 Domain segmentation for large areas

Using this method over large spatial domains might be computationally demanding on

typical desktop or laptop computers. To address this, a precursory function segments

large domains (considering only debris-covered area) into less computationally taxing

tiles. Because the ice cliff mapping depends on statistics calculated across the entire area

considered, it is critical that segments are large enough so that meaningful statistics can

be computed. A target/maximum spatial domain is defined by the user as the length

of an edge of a square, Lt. If the debris-covered area of interest is below Lt2, no

segmentation will be applied. If the debris-covered area is greater than Lt2, the debris-

covered area is subdivided by a square grid with side length Lt. The function finds the

area of debris cover occupying each grid cell and attempts to merge neighboring cells

one at a time until their fractional debris-covered area sum to 1. A look distance factor
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in number of Lt � Lt cells, nc, controls if and how far the method will look beyond

empty space or cells where an unsuccessful match (summed fraction > 1) occurred and

still be considered as ‘neighboring’ cells. When a cell or set of previously merged cells

have (1) exhausted the set of possible neighboring cells within the look distance, and (2)

all have returned a summed debris cover fraction greater than 1, the cell or set of cells

are defined as a closed tile that will become an input spatial domain to the iterative and

heuristic optimization scheme. The method automatically identifies and individually

processes each tile and a final merged product of both gridded p(x = Ice cliff j �; !)

and a vector shapefile corresponding Acliff are generated.

6.3.4 Derivation of a calibration dataset for Canwell Glacier

To calibrate a method that automatically maps ice cliff area, a sufficiently accurate

‘truth’ dataset is needed. For this study, ice cliff outlines generated from the high res-

olution visible and thermal data described in Sect. 3.5.1.1 were considered to be true.

Elevation data described in Sect. 3.5.1.1 were not explicitly used to digitize from but

were used in a 3-D viewer with draped visible and thermal layers to assess generated

ice cliff outline quality. Area that was clearly ice cliff in visible and thermal data but not

apparent in elevation data (possibly due to errors in the DEM) was still mapped as ice

cliff area. Given the ambiguities described in Sect. 2.5 regarding “thin” debris cover,

ice cliffs were liberally outlined, including, for example, cliffs that where nearly 100%

covered by debris, yet had a unique thermal signature relative to the surrounding debris

cover indicating thinner debris. No minimum size was considered, thus ice cliffs be-

low the resolution of the method input data are penalized in quality assessment metrics,

if missed. While an effort was made to manually map ice cliffs based on consistent

criteria, there is subjective interpretation within this ‘truth’ dataset. The uncertainty

associated with this subjectivity was not quantified.

True surface area (area considering slope, as opposed to map view surface area) was
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calculated to present final results (Sect. 6.4 and 6.5.3) by multiplying DEM pixel area

by a factor correcting for constant-sloped terrain (cos(�)�1, the secant of slope angle)

for each pixel and finding the sum of slope corrected area for all ice cliff pixels or pixels

within the entire spatial domain.

6.3.5 Statistical measures of performance

A suite of statistical measures of performance are needed to isolate and illustrate perfor-

mance trade-offs and rank success between parameter sets and alternative, less complex

methods. All performance metrics are calculated using the final output ice cliff area

Acliff rather than distributed p(x = Ice cliff j �; !). True positive (TP ) is defined

as area where the ice cliff mapping technique output intersects true ice cliff area. True

negative (TN ) is defined as area where the method correctly identified non-ice cliff

area (debris-cover area). False positive (FP ) and false negative (FN ) are defined as

area identified as ice cliff that is not in the ‘true’ dataset and ice cliff area present in the

‘true’ dataset but absent in the automated output, respectively. Using these quantities,

the following common metrics [e.g. Fawcett, 2006] are defined:

true positive rate =
TP

TP + FN
(6.7)

precision =
TP

TP + FP
(6.8)

accuracy =
TP + TN

TP + FP + FN + TN
: (6.9)

True positive rate (also called recall) is the ratio of successful classification over total

true ice cliff area and precision measures the probability that area identified as ice cliff
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is in fact ice cliff. Ideally, these metrics should be equal to each other and, if the cliff

mapping is perfect, both equal 1. Accuracy is the proportion of true results, but because

ice cliffs will most often occupy a small fraction of a debris-covered area and accuracy

accounts for TN as well as TP , it becomes a less informative metric. For example,

if 1% of a debris-covered portion of a glacier is ice cliff, not mapping ice cliffs at all

will yield an ice cliff mapping accuracy of 99%. Two additional metrics were therefore

introduced outside of the standard suite of statistical measures of performance, that are

independent of TN and thus help evaluate ice cliff mapping success:

error distribution =
FP

FN
(6.10)

error magnitude =
FP + FN

TP + FN
: (6.11)

Error distribution provides a measure of balance between FP and FN errors. An

error distribution > 1 means there is more debris-covered area mapped erroneously

as ice cliff than ice cliff area erroneously mapped as debris-covered and vice versa.

Ideally, error distribution is 1. Error magnitude is a ratio of the total erroneously

mapped area, both FP and FN , over the manual ’true’ ice cliff area (which is equal to

the sum of TP and FN ). If Error magnitude is 0 ice cliffs are perfectly mapped, if

error magnitude is, for example, 2, then error is a factor of 2 greater in spatial extent

than the true ice cliff area.

6.3.6 Calibration

The method presented here requires five key input parameters to map ice cliffs: Le, �,

�e, Amin and  (Table 6.1, described in Sect. 6.3.2.1, bold font quantities in Fig. 6.3). A

matrix of different parameter sets were tested using Canwell Glacier data. The success

of each parameter set was quantified against the manually generated ice cliff outlines
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described in Sect. 6.3.4 using the statistical measures of performance derived in Sect.

6.3.5.

6.3.7 Quantification of “thin” debris cover on ice cliffs

As described in Sect. 2.5, ice cliffs can be considerably covered by rock fragments.

The automated method presented here uses elevation data alone and therefore depends

on the assumption that steep terrain within a debris cover is ice cliff. Because the val-

idation data described in Sect. 6.3.4 is in part visible data, assessment of “thin” debris

cover on ice cliffs can be made and used to further interpret automated ice cliff map-

ping results. Here, the word “thin” is used colloquially under the premise that an ice

surface able to retain large clasts and/or a debris cover equal or greater in thickness (and

surface temperature) to the surrounding debris-covered area is not an ice cliff, leaving

dust to small clasts to constitute “thin” debris covering on ice cliff faces. The optical

orthomosaic was converted to greyscale and a pixel value threshold was selected man-

ually that discriminated between debris-free and debris-covered area. The sensitivity of

this threshold parameter was not quantified and reliance on visual assessment was used

to determine a single values that minimized errors (e.g. due to varying lithology) and

maximize success. This process is similar to the satellite data based method described

in Sect. 6.3.1 to identify debris-covered area, but without a band ratio correction and

at a much higher spatial resolution of �8 cm. The results provide an estimate of the

distribution and fraction of debris cover on ice cliffs.
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TABLE 6.2: Model parameter calibration at Canwell Glacier using statistical measures
of performance derived in Sect. 6.3.5. True positive rate is abbreviated here as
TP rate. A well performing parameter set will have values of true positive rate and
precision that are as close to 1 as possible and balanced. Variation of Amin was tested
at 0, 5 and 10 DEM pixels; L e at 2� and 4� pixel length; and � at (pixel length�

p
2)=2

and pixel length �
p

2. Values in bold font are the highest ranking parameter sets and
values in blue and red are the best and worst values, respectively, for all boxes in the

table.

Legend and ideal values
TP rate Precision

Accuracy
Error distribution
Error magnitude

1.00 1.00
1.000
1.00
0.00

Simple slope threshold

20�

0.79 0.24
0.866
12.20
2.76

25�

0.60 0.41
0.938
2.22
1.28

27�

0.49 0.50
0.952
0.97
0.99

30�

0.34 0.66
0.960
0.26
0.83

35�

0.03 0.75
0.956
0.04
0.91

40�

0.03 0.75
0.952
0.01
0.98

Method performance with different parameter sets
Amin = 0 m2 Amin = 125 m2 Amin = 250 m2

Le = 10 m
� = 3:54 m
�e = 3�

0.52 0.53 0.53 0.52 0.51 0.51
0.954 0.954 0.953
0.94 1.02 0.98
0.94 0.95 0.97

Le = 20 m
� = 3:54 m
�e = 3�

0.52 0.53 0.51 0.53 0.51 0.50
0.954 0.954 0.951
0.98 0.91 1.06
0.95 0.94 1.01

Le = 10 m
� = 7:07 m
�e = 3�

0.54 0.50 0.53 0.51 0.54 0.51
0.952 0.952 0.952
1.14 1.10 1.14
0.99 0.98 0.98

Le = 20 m
� = 7:07 m
�e = 3�

0.54 0.50 0.54 0.50 0.54 0.50
0.951 0.951 0.951
1.22 1.16 1.21
1.01 1.00 1.01

Le = 10 m
� = 3:54 m
�e = 5�

0.53 0.51 0.52 0.52 0.51 0.53
0.953 0.953 0.954
1.08 1.02 0.93
0.98 0.96 0.94

Le = 20 m
� = 3:54 m
�e = 5�

0.51 0.51 0.53 0.51 0.50 0.51
0.952 0.952 0.953
1.01 1.11 0.95
0.98 0.99 0.97

Le = 10 m
� = 7:07 m
�e = 5�

0.56 0.49 0.55 0.49 0.54 0.50
0.950 0.950 0.951
1.32 1.29 1.16
1.03 1.02 1.00

Le = 20 m
� = 7:07 m
�e = 5�

0.56 0.47 0.56 0.48 0.55 0.48
0.948 0.949 0.950
1.43 1.40 1.29
1.06 1.06 1.03
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6.4 Results

6.4.1 Canwell Glacier

The manually generated, ‘true’ ice cliff dataset shows 4.9% of the 1.74 km2 Canwell

Glacier study area is ice cliff in map view (not considering slope). Ice cliff map view

area (84,630 m2) under represents true ice cliff surface area (104,920 m2, considering

slope) by 19%. Considering the true surface area of the Canwell Glacier study area,

map view under represents true surface area (1.86 km2) by 6%. Considering both true

surface area of ice cliffs and the Canwell Glacier study area, the fraction of ice cliff area

is 5.7%.

Running the automated method 24 times with the same input data while varying the

input parameters over a series of different parameter sets (Table 6.2) produced two

main results. The varying parameter set results (1) suggest that the method is stable and

robust because no parameter set produced exceptionally poor results (e.g. computed

error magnitude across all parameters sets in Table 6.2 fall within a range of 0.94 to

1.06); and (2) allow the selection of a ‘best’ parameter set, selected with an emphasis

on high and equal values of true positive rate and precision: Le = 10 m, � = 3.54

m, �e = 3� and Amin = 250 m2 (Fig. 6.4).  is excluded from Table 6.2 because

after testing different values of , a value of 0.0001 consistently returned results where

true positive rate and precision are close to equal. Calibration results in Table 6.2

are shown alongside the same statistical measures of performance applied to a range

of simple surface slope thresholds used to identify ice cliffs. This comparison shows

that a carefully selected slope threshold can provide an ice cliff map comparable in

statistical measure to the more complex method presented here. However, simple slope

threshold results are shown to be sensitive with respect to the slope value used and

would require additional data, similar in quality to those described in Sect. 6.3.4, to

validate the threshold selection and subsequent results.
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FIGURE 6.4: (a) orthomosaic of visible imagery collected above Canwell Glacier on
29 July 2016, draped over a DEM derived from the same images. (b) shows the area
enclosed for select surface slope thresholds, � i, during the iterative process. (c) shows
intermediate quantities calculated during the final iteration using � opt, the optimized � i.
The area enclosed by Aei and the ice cliff centerlines are used to add low angle area
at the ends of ice cliffs to the area A i, the main ice cliff shape defined from � �i. (d)
shows the final distributed map of p(x = Ice cliff j �; ! ), the computed probability
that a given pixel will fall within true ice cliff area, assigned as a function of surface
slope, � , and ! , the overlap with the final vector ice cliff shape, Acliff , generated from
the quantities shown in (c). (e) orthomosaic of thermal imagery collected on 29 July

2016, draped over the same DEM from (a). Location shown in Fig. 6.1.

Using the parameter set [Le = 10 m, � = 3.54 m, �e = 3�,Amin = 250 m2 and  = 0.0001]

as input, Fig. 6.5 shows the heuristic approach for selecting �opt. �opt is calibrated

so that there is close coincidence between �opt and � where true positive rate and

precision intersect (Fig. 6.5). Error magnitude deviated only slightly from a value

of 1 in all of the parameter set tests. This indicates the best results of this method

are incurring errors equal in area to the true area of ice cliffs. This is a non-trivial

error but likely an unavoidable trade off for a method designed for wide scales and

modest data input. It is important to note that comparing only percent ice cliff area

values between manually mapped ice cliffs (4.9%), and modeled (5.3%) would give

a misleading perception of very low error, 0.4%. The true error is closer to 5% (1 �
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accuracy) if considering the entire domain or higher if considering only ice cliff area

error (true positive rate and precision). For most tests, errors are fairly distributed

between FP and FNs and shown by error distribution having a proximity to 1. As

described in Sect. 6.3.5, accuracy is a poor indicator of success mapping a feature that

occupies a small fraction of a total area, favoring a setting of higher precision over

true positive rate, but it is the only metric used in this study that rewards TN area and

quantifies overall performance.

FIGURE 6.5: (a) shows the heuristic method for selecting � opt. Black dots are com-
puted values of the fraction of area ice cliffs occupy within the spatial domain for each
� i in n number of iterations (i ). The orange curve, y(� ), is a function fit to these points
(Eq. (6.2)). � opt is found by finding the longest distance, d, between y(� ) and a line
passing through points P1 and P2 (Eq. (6.5) and Eq. (6.6)). � opt is hypothesized to be
coincident with the intersection of true positive rate and precision , the optimized,
best possible balance of errors. (b) true positive rate and precision (derived in Sect.
6.3.5) comparing method results for each � i to ‘true’ ice cliff area mapped from high
resolution optical and thermal data (Sect. 3.5.1.1). (c-g) show the respective ice cliff
maps (Acliff i) for x�axis ticks in (a) and (b) up to � i = 40�, with ‘true’ ice cliff area
overlain for reference. (h) shows the iterative method run a final time where � i = � opt
and defines the automatically selected best ice cliff map. Location of Panels c-h shown

in Fig. 6.1.
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Results using the best parameter set for Canwell Glacier have an accuracy of 0.952,

where FP and FN errors are close to evenly distributed with an error distribution =

1.14 and an error magnitude = 0.98, which is slightly below the mean for all tested

parameter sets (0.99). True positive rate and accuracy are higher (0.54 and 0.51,

respectively) than those achieved by the best simple slope threshold, 27� (0.49 and 0.50,

respectively). These results suggest that the method presented here can achieve results

that are slightly more accurate than the best simple slope threshold and is far more

robust: sensitivity to changing parameters is low while different simple slope threshold

values produce wider variance in statistical measures of performance (Table 6.2) and

are thus more sensitive.

6.4.1.1 Mapping success in the context of ice cliff characteristics

Figure 6.6 shows mean surface slope, map view surface area and the percentage of

“thin” debris covering every manually mapped ice cliff. These characteristics are shown

in the context of true positive rate (Eq. (6.7)) now calculated for every ice cliff

(true positive rate mentioned in all instances prior was calculated for all ice cliffs

together), and FP ice cliffs, which was defined as isolated shapes that are solely FP

area and do not share a boundary with a shape in the manually mapped ‘true’ ice cliff

area. The figure shows a clear true positive rate dependence on slope, illustrating the

limitations of this method to detect ice cliffs where steep surface slopes were not suffi-

ciently resolved in the data. The figure shows that, in this portion of Canwell Glacier,

most of the “cleanest” ice cliffs are still covered by a non-trivial (>50%) amount of de-

bris. The percentage of “thin” debris cover on ice cliff faces appears continuous above

50%, such that there is no clear boundary in the data that could define what is and is not

an ice cliff if the percentage of “thin” debris cover was the main deterministic variable.
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FIGURE 6.6: (a) each ‘true’ manually mapped ice cliff on Canwell Glacier is shown as
a circle sized proportionally to map view surface area and plotted against mean ice cliff
surface slope and the percentage of “thin” debris cover on the ice cliff face. The color
scale shows true positive rate from the automated ice cliff mapping method derived
for each ice cliff. FP ice cliffs, defined as isolated shapes that are solely FP area
and do not share a boundary with a ‘true’ ice cliff, are colored grey and abbreviated as
FP on the axis label. Two ice cliffs (C1 and C2) are shown to illustrate how “thin”
debris cover was mapped and provide context to the data presented in (a). (b) and
(c) are oblique views of the 29 July 2016 Canwell Glacier orthomosaic with manually
generated ice cliff outlines shown in orange. (d) and (e) are the same views with the
orthomosaic processed to identify only debris cover on ice cliff faces. C1 is nearly
100% debris-covered which could draw into question its classification as an ice cliff.
C2 is one of the more “clean” ice cliffs within the Canwell Glacier study area but is still
covered by a non-trivial amount, > 50%, of debris. C1 shows linear englacial debris
bands that contribute to the ice cliff face debris accumulation. Location shown in Fig.

6.1.

6.4.2 Ngozumpa Glacier

Applying the best parameter set found for Canwell Glacier to the lower ablation zone

of Ngozumpa Glacier (4.8 km2) produced a decrease in performance (Table 6.3). For

example, true positive rate, precision and error magnitude for Canwell Glacier
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are 0.54, 0.51 and 0.98, respectively, and 0.53 (�1%), 0.32 (�19%) and 1.58 (+0:6),

respectively, for Ngozumpa Glacier. The imbalance between true positive rate and

precision indicates the automatically selected �opt does not coincide with the ideal �i

where true positive rate and precision are optimized. However, in the context of the

simple slope threshold results shown in Table 6.3, the best possible threshold is 39�

and the statistical measures of performance from the automated method are closest to

a simple slope threshold of 37�. This suggests that the automated method missed se-

lecting optimum threshold(s) by about 2�. Considering that not a single alteration was

made to the method and input parameter values used for Canwell Glacier, the method

mitigated the many physical differences between Canwell and Ngozumpa glaciers war-

ranting different optimal slope thresholds (Fig. 6.2) as well as different DEM genera-

tion methods (satellite based rather than airborne structure from motion). This ability

to accommodate different physical characteristics enables the method to outperform a

simple slope threshold found at one location, e.g. at Canwell Glacier, and assume that

it is transferable to other places on Earth, e.g. Ngozumpa Glacier (Tables 2 and 3). The

debris-covered area considered on Ngozumpa Glacier was broken into three processing

tiles where �opt found for each tile was 30.8�, 32.5�, and 33.5�, while �opt for Canwell

Glacier was 23.5�. The �10� difference between �opt for both glaciers is significant but

appropriate for each location as shown in Fig. 6.2 or observed by comparing the sta-

tistical measures of performance for the range of simple slope threshold values shown

in the far right column of Tables 2 and 3. Taking the best simple slope threshold of

27� found for Canwell Glacier and applying it to Ngozumpa Glacier would result in

an ice cliff map with a precision of 0.10 (�41% relative to Canwell Glacier results)

and area mapped incorrectly a factor of 7.91 (+6:93) times greater than the true ice cliff

surface area (Table 6.3). Using the method presented here and the parameters from Can-

well Glacier, true positive rate and precision are closer to balanced and erroneously

mapped area is only a factor of 1.58 greater than the true ice cliff area, comparable in

magnitude (+0:6) to the best results for Canwell Glacier.
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TABLE 6.3: Statistical measures of performance for Ngozumpa Glacier. The arrange-
ment of metrics in each box, bold font and coloration are the same as in Table 6.2.

Best parameter set from Table 6.2
Amin = 250 m2

Le = 10 m
� = 7:07 m
�e = 3�

0.53 0.32
0.980
2.38
1.58

Simple slope threshold

20�

0.94 0.05
0.596

264.34
16.21

25�

0.89 0.08
0.749
88.50
10.07

27�

0.85 0.10
0.803
53.41
7.91

30�

0.79 0.14
0.873
23.15
5.12

35�

0.61 0.27
0.949
4.20
2.03

37�

0.52 0.35
0.964
1.98
1.43

39�

0.44 0.45
0.973
0.95
1.10

40�

0.40 0.50
0.975
0.67
1.00

45�

0.26 0.70
0.979
0.15
0.85

50�

0.16 0.77
0.978
0.06
0.89

The results shown in Table 6.3 were generated without removing area identified in

Thompson et al. [2016] as having poorly resolved surface elevation. Poorly resolved

on-glacier area was predominantly at locations that were shaded by cast shadows and

thus often concurrent with steep terrain and ice cliffs. Visual inspection of the data sug-

gested that while the computed precision might be low, the well resolved area above

and below steep terrain combined with the absence of extreme outliers resulted in steep

terrain still being resolved as steep. Acknowledging the uncertainties within this con-

text, the method was also tested with poorly resolved elevation locations removed from

both the DEM and the manually generated ‘true’ ice cliff area. These results produced
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a reduction in true positive rate (0.44) yet more in balance with precision (0.38) and

a comparable error magnitude (1.62).

6.5 Discussion

This method attempts to resolve two key components in DEM-based automated ice cliff

mapping that are apparent in the histogram in Fig. 6.2: (1) selecting a threshold that

discriminates between ice cliff and debris-covered area; and (2) adding/removing the

correct area that is within the surface slope overlap between ice cliff and debris-covered

areas. The method presented here attempts to add low slope ice cliff area by looking

beyond the ends of an ice cliff while at the same time rejecting area with the same

(low) slope that is not neighboring an ice cliff end. Rejecting area that is steep but not

truly ice cliff is difficult using elevation data alone. The only mechanism to remove

this area within this method is eliminating mapped ice cliff area below a minimum area

threshold; however, this is a delicate balance between reducing errors and reducing

resolution to which the method can resolve ice cliffs. The abundance of small ice cliffs

with a very low true positive rate shown in Fig. 6.6 indicates that improvements to

automated ice cliff detection will need to, in part, focus on small ice cliffs where the

elevation difference between pixels might be dominated by the more flat surrounding

debris-covered area and cause dampening/saturation of the steep ice cliff signal.

6.5.1 Alternative approach

Alternative methods were tested before selecting the presented method as best. One

alternative approach used optical satellite data to accept or reject potential ice cliff

area. A main objective in this approach was identifying and removing the FP ice

cliffs clustered at the top of Fig. 6.6. The Landsat 15 m panchromatic band was cor-

rected for illumination variance from topography using the Minnaret method [Smith

et al., 1980]. Bright and dark regions of the image were then identified by isolating area
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that fell at both ends of the radiance distribution, LH > mean(LH) + std(LH)m and

LH < mean(LH) � std(LH)m, where LH is Minnaret corrected radiance values and

m is a model parameter. These regions were established with the assumption that ice

cliffs with an aspect that is illuminated by the sun would be optically bright relative to

surrounding debris cover and ice cliffs with an aspect that is in cast shadow would be

optically dark relative to surrounding debris cover. A buffer sequence was then applied

to separate shapes (e.g. Ai, defined in Sect. 6.3.2.1) that were narrowly attached (e.g.

hourglass shaped): shapes were uniformly shrunk and expanded by a user defined dis-

tance. A shape that contained area > 0 of both a steep, seed slope area (e.g. area > �u

(�u is defined in Sect. 6.3.2.1)) and optically bright or dark area would be assigned a

high ice cliff likelihood. However, this method failed to perform better than a method

using surface slopes alone because of two linked factors: data resolution and “thin”

debris covering true ice cliffs. Figure 6.6 shows that even the “cleanest” ice cliffs are

still around 50% debris-covered. A 15 m optical pixel perfectly centered on an ice cliff

with 50% debris cover should have a distinguishable signal, but this is a best case in

both pixel/ice cliff location coincidence and fraction of “thin” debris cover. It is clear

to see how using 15 m resolution data will quickly fail to resolve smaller and more

debris-covered ice cliffs. The buffer sequence to separate narrowly attached shapes had

the positive (intended) result of detaching narrowly joined debris-covered area and ice

cliff area, allowing ice cliff area to be considered separately and positively identified

as an ice cliff while rejecting the debris-covered area. However, the shrinking step had

the negative (and more frequent) effect of completely removing shapes that where, in at

least one dimension, equal to or less than 2 times the user defined buffer distance.

6.5.2 Wider application

The testing of this method at two locations on opposite sides of the Earth with the

same input parameters suggests the method can be applied/transferred elsewhere with

little loss of performance. Figure 6.7 shows repeat runs for Canwell Glacier with all
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FIGURE 6.7: Method performance as a function of input DEM resolution.

parameters held constant while resampling the DEM to different resolutions. With a

coarsening of DEM resolution, larger ice cliffs were still correctly identified but with a

loss of precision in ice cliff geometry and smaller ice cliffs dropped below the detection

limit. This offers a first order estimate of how performance will decline with coarsening

DEM data resolution (e.g. if using 12 m TanDEM-X data); however, it is possible that

a recalibration of the input parameters could improve results when using data at lower

resolutions.

To examine how this method performs for a debris-covered area with no ice cliffs, TP

and FP area was removed from the Canwell Glacier spatial domain. Because FP area

is already identified as area where the method fails, this area was removed as well so that

all remaining area is ice cliff free with maximum confidence. Applying the method to

this ice cliff free domain still produced a resulting map of ice cliffs; however, the shape

of y(�) abruptly terminates rather than slowly approaching zero (Fig. 6.8). While there

is likely a range of slopes where debris-covered area and ice cliff area will both exists

(inset histograms in Fig. 6.2), ice cliffs, by definition, are steep features that will carry

iterations towards 90�. If this ice cliff component is not present, the iterations will

terminate as soon as there is no longer area with a slope above the slope threshold for a

given iteration. This termination is a key characteristic that could indicate there are no

ice cliffs within the spatial domain (Fig. 6.8). Due to the abrupt termination of the curve
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6. Mapping ice cliffs

FIGURE 6.8: Identical to Fig. 6.5a, except with TP and FP area removed from the
Canwell Glacier spatial domain to test the method on an area that has definitively no
ice cliffs. For comparison, dots shown in grey are the black dots in Fig. 6.5a where
TP and FP area are not removed. The curly bracket shows the extension of the curve
that is indicative of the presence of steep surface slope areas characteristic of ice cliffs.
While the method still identified area (erroneously) as ice cliff, the abrupt termination
of the curve with TP and FP area removed is an indication that there are in fact no

ice cliffs present.

derived where no ice cliffs are present in reality, a high measure of linear correlation,

e.g. Pearson correlation coefficient (r), between �i and yi might offer an automated

binary classification of whether a spatial domain does or does not contain ice cliffs.

Further testing would be required to derive a threshold value that could be confidently

applied to other regions, but the data shown in Fig. 6.8 supports this hypothesis where

r = �0:98 for a spatial domain with no ice cliffs and r = �0:91 for a spatial domain

with ice cliffs.

6.5.3 What are ice cliffs and how should glaciologists map them?

Throughout this paper the ambiguity of what is an ice cliff has been mentioned. Figure

6.9 shows an example of an area possibly in the process of becoming an ice cliff. The

relief of this medial moraine has facilitated a setting where (geomorphic) mass wasting

exceeded englacial debris exhumation and accumulation. The area remains evenly and

largely debris-covered, but does appear distinct both in visible and thermal imagery.
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FIGURE 6.9: The side of a medial moraine on Canwell Glacier, possibly at an interme-
diate stage between being classified as an ice cliff or debris-covered area (black arrow
in (a) and (b). (a) oblique image of surface temperature (Ts). The sharp boundary be-
tween blue and red in the middle of the image separates the top of the medial moraine
and the off-glacier valley wall. (b) oblique visible image of the same feature. Location
shown in Fig. 6.1. Bare ice Ts values below 0�C are likely due to camera calibration

error and/or assuming a constant emissivity for the entire image.

However, if this is considered sufficient criteria to be defined as an ice cliff, there is no

clear edge where ice cliff ends and debris cover begins. It was difficult to decide if this

feature should be included in the ‘true’ ice cliff dataset, ultimately deciding to include

it (and similarly ambiguous features), but also with the caveat in Sect. 6.3.4 stating that

“ice cliffs were liberally outlined”. The slope of the feature identified in Fig. 6.9 was

sufficient to be identified by the automated method as an ice cliff while the surrounding

slopes of the medial moraine were not.

Figure 6.10 shows a second example where an ice cliff could be mapped in detail ex-

cluding bands of debris within the ice cliff face (Fig. 6.10d) or could be mapped more
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6. Mapping ice cliffs

FIGURE 6.10: 1 and 2 in (a) show a less obvious and a very obvious ice cliff, respec-
tively. When high resolution surface temperature (Ts) data is draped over ice cliff 1 in
panel b, it becomes very apparent. (c) and (d) demonstrate two common methods for
mapping ice cliffs: by area and by tracing the top edge. Bare ice Ts values below 0�C
are likely due to camera calibration error and/or assuming a constant emissivity for the

entire image.

broadly including the debris bands (Fig. 6.10c). This is a setting where time could be

considered when defining an ice cliff as described in Sect. 2.5. If these debris bands are

long term fixtures and there are sufficient data to resolve the individual ice cliff faces,

then possibly the detailed mapping is correct. However, if the clasts within the debris

bands are transported to the ice cliff margins and not resupplied, the more broad/coarse

mapping approach would be appropriate. For this study, ice cliff(s) 1 was delineated

from Fig. 6.10 using the more coarse mapping approach.

While higher resolution data capturing a suite of properties (e.g. visible and surface

temperature data) can further resolve what is truly present, it will likely not resolve

classification ambiguities (e.g. Fig. 6.9 and 6.10), and at the present time these data are

not available at large scales. Focus should therefore be more targeted towards mapping

consistency. This is best met when automated methods can be applied with sufficient

levels of confidence, eliminating technician bias and error.
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For both automated and manual mapping methods used in this study, ice cliffs were

mapped as a 2-D area (or converted to a 3-D surface). An alternative method to map ice

cliffs is to define a line along the ice cliff top edge [e.g. Thompson et al., 2016; Watson

et al., 2017]. Figure 6.10 provides a comparison of all three methods (3-D surface area,

2-D map view surface area and 1D top edge line) and shows that when mapping ice

cliffs as a 2- or 3-D area, refined detail leads to a refined (smaller/more accurate) area,

while refined detail leads to an expansion of ice cliff top edge length when mapping ice

cliffs in 1D. This suggests that 2- or 3-D area is a more reliable measure and likely more

communicative if drawing a comparison with other regions or studies.

6.6 Conclusions

This study presents a new automated method for mapping ice cliffs within supraglacial

debris cover. The method uses glacier outlines and satellite imagery to isolate debris-

covered area where ice cliffs might exist and then uses DEM data alone to map ice cliff

area. The DEMs used in this study had a spatial resolution of 5 m but, for future applica-

tions of this method with different input DEM sources, a relation was derived between

coarsening DEM resolution and method performance which can help guide anticipated

outcomes. The method is designed to accommodate regional variability in ice cliff

characteristics by selecting unique surface slope threshold values automatically. The

method also attempts to improve performance by explicitly considering the often nar-

rowing ends of ice cliffs. The method was calibrated using data from Canwell Glacier

in Alaska, USA, and validated using data from Ngozumpa Glacier in Nepal. The best

parameter set for Canwell Glacier produced an ice cliff map with essentially equiva-

lent success to a carefully selected simple surface slope threshold, which itself carried

a degree of error with true positive rate and precision both around 0.5. While the

application of a simple surface slope threshold is a much easier mapping technique, the

selection of a sufficient threshold requires supplemental, high resolution data due to the

rapid increase in error with less ideal threshold selections. The method presented here
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attempts to automatically mitigate this instability and offer a confident ice cliff map

when supplemental data are not available. With no parameter alteration, the method

was applied on the other side of the world. Results from Ngozumpa Glacier show a de-

crease in performance relative to Canwell Glacier where true positive rate is similar,

but precision is 19% less. This is still however, an ice cliff map with more success than

if the carefully selected simple surface slope threshold for Canwell Glacier was assumed

to be transferable to Ngozumpa Glacier. Under this assumption, precision is 41% less

and the ice cliff area mapped incorrectly is a factor of 6.93 more than the results for

Canwell Glacier. It can therefore be concluded that simple surface slope thresholds (1)

carry a non trivial degree of error even if carefully selected; and (2) cannot be consid-

ered to be transferable to other regions. In this study, (1) was quantified and a method

was presented to mitigate (2).

While only two locations were considered, these results offer an idea of how well the

method might perform in other regions without supplemental validation data and opens

the possibility for deriving ice cliff area at large scales. With a DEM of adequate spatial

resolution, which is shown to be best if around 5 m, and sufficient computational capac-

ity, this method could be applied to all glacierized area on Earth. Additionally, applying

the method to temporal data will produce a time-lapse evolution of ice cliff formation,

cessation, melt patterns and motion through the glacier flow regime. Further validation

of this method using ice cliff maps from high resolution visible, thermal or other data

in other regions will help to either support or discredit our claim of wide applicability.

Ambiguities defining what is an ice cliff are likely to persist in any technique used to

map ice cliffs, but map variance from these ambiguities will become less of a factor if a

consistent methodology is used.
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Chapter 7

A time-series of sub-debris melt and

surface temperature data used to

propose a regional-scale melt model

that includes debris cover and ice cliffs

7.1 Introduction

At the present time, a glacier model that considered melt modulation from debris cover

while explicitly accounting for ice cliffs, standing surface water and flowing surface

water would be a highly advanced model for mountain glaciers. A consideration of

debris-covered area was the subject of Chapters 4 and 5 of this thesis. Chapter 6 estab-

lished a method to locate ice cliffs. The goal of this chapter is to derive a method to

parameterize glacier melt at these two locations: debris-covered area and ice cliff area.

Deriving a method that can resolve these two components of a debris-covered system

within a reasonable level of confidence at a scale beyond a few glaciers would be a

step toward reducing uncertainty in model results for the 6% (Table 4.3) or 29,000 km2

(Table 4.4) of Earth’s mountain glaciers that are covered by rock debris.

The method proposed here draws on the relation first described by Lougeay [1974] relat-

ing thermal infrared remote sensing measurements to supraglacial debris-cover thick-

ness. With the advent of multi-spectral space-borne sensors imaging the Earth in the

thermal infrared region of the electromagnetic spectrum, the relation has been used at

glacier-wide scale. Nakawo and Rana [1999], as well as recent studies [Rounce and
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McKinney, 2014; Schauwecker et al., 2015], used single thermal band Landsat data to

resolve sub-debris melt. Other studies used data from Advanced Spaceborne Thermal

Emission and Reflection Radiometer (ASTER) imagery [Foster et al., 2012; Mihalcea

et al., 2008a; Ranzi et al., 2004; Schauwecker et al., 2015] which has multiple bands in

the thermal infrared thereby enabling a more sophisticated approach to resolving both

emissivity and temperature [Gillespie et al., 1998]. The clear limitation of a shallow

(�0.5 m) detection limit was identified by Lougeay [1974] and has not been resolved

outside of the argument based on the sub-debris melt relation from Østrem [1959] sug-

gesting that the required debris thickness accuracy decreases as the sub-debris melt rate

asymptotically approaches 0, or a very low values of melt. The method presented here

will also draw on this questionable argument, but will attempt to add an advance to this

line of research in two ways:

1. By investigating the thermal signal of a variable debris cover at a spatial resolution

that is higher than the spatial resolution of a space-borne sensor by a factor of

about 1=1000, and at a 15 minute temporal resolution over 164 hours in comparison

to a space-borne sensor that might acquire one or two sporadic images per year

where cloud and snow conditions are favorable.

2. By deriving an empirical relation between thermal data and debris thickness that

attempts to contain a majority of local/image specific variability to a model pa-

rameter that is derived from the thermal image itself, while more stable and trans-

ferable model coefficients are prescribed.

This chapter will begin with a full decomposition of terrestrial based thermal camera

image processing, a step that is frequently done using proprietary, ‘black box’ software.

An empirical relation will be derived based on thermal data collected over a portion of

Canwell Glacier (Fig. 3.2) coupled with continuous measurements of sub-debris melt,

and finally, a comparison of terrestrial-based, high resolution thermal data will be made
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7. Surface temperature, sub-debris melt and a proposed regional-scale model

against space-borne data to test if these data could be used to derive glacier melt at a

regional-scale or anywhere suitable satellite thermal imagery is available.

7.2 Methods

7.2.1 Solving for Ts from ground-based thermal infrared imagery

A majority of literature and textbooks on the subject of thermal infrared data are focused

on engineering, industry or medical applications where there is usually more environ-

mental control and/or short distances between the sensor and object of interest [e.g.

Vollmer and Möllmann, 2017]. While a few studies have illustrated the application of

high resolution thermal infrared data in glaciology, either with oblique imagery from

the ground [Aubry-Wake et al., 2015; Hopkinson et al., 2010] or nadir-looking from an

unmanned aerial vehicle [e.g. Kraaijenbrink et al., 2018], they have depended on propri-

etary software packages (e.g. FLIR ThermaCam Professional or Postflight Terra 3D) to

solve for the parameters necessary to calculate surface temperature (within this thesis as

well, Sect. 3.5.1.1). There is nothing explicitly wrong with using proprietary software

packages, but given the complexities and scales that glacier research is conducted on,

it is helpful to have oversight/control of the equations used to decompose the several

entangled signals present in at-sensor radiance values. A post processing routine for

thermal data would enable more physically-based control of the final surface tempera-

ture values and also aid automation. This section describes the thermal data processing

routine used in this study.

The value assigned to each pixel in a thermal image is a quantization of the net radiant

intensity, Wtot (Wm�2), received at the sensor within a set, sensor specific, spectral

range (7.5 to 14.0 �m for the camera used in this study). Following the formulation

from Usamentiaga et al. [2014], the surface temperature of an of an object, Ts (K), can

be calculated by
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Ts = 4

s
Wtot � (1� "obj) � �atm � � � (Trefl)4 � (1� �atm) � � � (Tatm)4

"obj � �atm � �
(7.1)

where "obj is the emissivity of the object, �atm is is the transmittance of the atmosphere

between the sensor and the object, � is the Stefan-Boltzmann constant (5.67 � 10�8

Wm�2K�4), Trefl (K) is the reflected temperature and Tatm (K) is the temperature of

the atmosphere.

None of these quantities (apart from �) are constant in time or space. However, vari-

ability in "obj through time, e.g. from rock surfaces becoming wet, was assumed to be

negligible. In this study, "obj was varied in space based on site specific values extracted

from an ASTER image, acquired on August 30th, 2016 at 13:25 AKST, that was pro-

cessed to estimate surface emissivity (AST05) [Abrams et al., 2002; Gillespie et al.,

1998]. These values averaged to a debris cover emissivity of 0.94 and an ice emissivity

of 0.97. Trefl was assigned for each thermal image by extracting the mean temperature

of the aluminum poles of the weather station structure visible in the field of view of

each image (Fig. 7.1(8)). This loosely follows the reflector method described in Usa-

mentiaga et al. [2014]; however, variation from vectors normal to a smooth cylindrical

aluminum surface rather than normal to a complex, randomly oriented aluminum sur-

face was not quantified. Atmospheric temperature (Tatm) was measured 1.5 m above

the debris surface at location (1) in Fig. 7.1 (on top of the structure that is partially in

frame and marked (8)). Tatm measurements coincident in time with each thermal image

were extracted and a correction was applied to account for air temperature variability

for the portions of each thermal image that were debris-free. A set of correction factors

were computed for each hour of the day by finding the difference between hourly aver-

aged 1.5 m air temperature collected at location Fig. 7.1(1) and the same measurement

recorded at location Fig. 7.1(5). These measurements were made in 2012 spanning the
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FIGURE 7.1: Panel a shows one (unprocessed) frame of the thermal time-series with
black lines defining the image segments (1-7) described in Sect. 3.5.1.2. (8) is the
corner of a weather station structure and (9) is an aluminum ablation stake, both were
cut out of each thermogram. (10) is the same ‘ice cliff’ shown in Fig. 6.9. The nadir
footprint of a is shown in b and 1-7 correspond to their respective image segments. The
line of sight distance is shown between the thermal camera (10 m away from (1)) and
the 7 segments. Ablation was measured at (1), (2), (4) and (5) and at two ice cliffs (11)

and (12).

same period of time as the data collected in 2016 (July 31 23:42 to August 30 20:14

AKST) (Fig. 7.2a).
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FIGURE 7.2: 1.5 m air temperature (a) and RH (b) collected above both a debris-
covered surface and and debris-free surface between July 31, 2012 23:42 to August
30, 2012 20:14 AKST. Shown here as hourly averages for the full duration of the
interval. These data were used to compute a set of correction factors to adjust 2016
measurements of 1.5 m air temperature above a debris-covered surface to approximate

the air temperature above bare-ice.

The final parameter needed to solve Eq. 7.1, �atm, can be formulated as the product of

the two main quantities that cause signal attenuation received at the thermal camera,

�atm = �m�s; (7.2)

where �m is molecular absorption by constituent gases and �s is scattering by particles in

the atmosphere [Gaussorgues, 1994]. Following Gaussorgues [1994], �m is simplified

to account for the two dominant constituent gases of the atmosphere, water vapor and

gaseous carbon dioxide:

�m = �H2O�CO2 : (7.3)
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As electromagnetic radiation travels through the atmosphere from the target glacier sur-

face to the infrared sensor, some of the radiation is absorbed by atmospheric water vapor

molecules [Gaussorgues, 1994]. Discrete volumes of interest requiring a solution for

atmospheric water vapor content can be approximated as a solid angle or ellipse-based

cone, where the point of the cone is at the sensor and the ellipse base approximates the

glacier surface radiation source area surrounding each (rectangular) pixel in a thermal

image. The number of water vapor molecules present within this cone is a function

of the local partial pressure of water vapor and the presences of gaseous water vapor

molecules [Gaussorgues, 1994]. These quantities are governed both by predictable fac-

tors (e.g. elevation, diurnal and seasonal cycles) and chaotic factors (e.g. wind and

weather systems). Considering these factors, �H2O cannot be considered static even at

sub-hourly time scales. For this study, the volume of the ellipse-based cone was simpli-

fied to a 1D distance, x, from the object surface to the infrared sensor. This is a practical

simplification even in an oblique setting because objects that are close to the sensor have

a sufficiently disproportionate pixel resolution to the length of x scale ratio of millime-

ters to meters and objects imaged in the distance have a scale ratio of centimeters to

100s of meters. The quantity of water vapor along x is most commonly expressed as

a height of precipitable water, which is the amount of liquid water that would result

from the condensation of all of the present water vapor molecules [Gaussorgues, 1994].

Precipitable water, h, can be expressed as

h =
Z x

0
qv�dx; (7.4)

where qv (dimensionless) is specific humidity, the mass mixing ratio of water vapor to

the total mass of the moist air along x and � (kg m�3) is the density of the moist air.

h has units of kg m�2 which is equal to a 1-dimensional height of water in mm. h is

frequently solved for over a vertical column from the ground to the top of the atmo-

sphere. Many parameterizations exist for this quantity [e.g. Maghrabi and Al Dajani,
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2013], but are not applicable to a horizontal x with a variable length and also where

pressure and temperature profiles cannot be approximated as simple functions of eleva-

tion. h is therefore estimated using measured relative humidity, RH (dimensionless),

air temperature, Tatm (K) and sensor to surface distance, x (m).

The longest x over which h was solved for was 1 km with variable ground-surface

types (alternating between debris cover and bare glacier ice, Fig. 7.1b) where RH and

Tatm cannot be assumed constant. For this study, the landscape imaged repeatedly in

a time-lapse manner was broken into segments where each segment contains area with

a near constant debris thickness (validated in the field with 100 point measurements)

and a similar ground to sensor distances, x (Fig. 7.1 1-7). For each segment, h is

approximated from the quadrature of Eq. 7.4 by

h = qvice�icexice + qvdeb�debxdeb; (7.5)

where

x = xice + xdeb (7.6)

such that the path x is broken into two components to account for variability in the

atmosphere above two distinct surfaces, bare ice, xice, and debris cover, xdeb (Fig. 7.1).

In the following equations, Tatm and RH over debris cover and bare ice (differences are

shown in Fig. 7.2) were used to derive qv and � specific to these two settings, over ice:

qvice and �ice, and over debris: qvdeb and �deb. Building from the August-Roche-Magnus

approximation of the Clausius-Clapeyron relation to derive saturation vapor pressure

es(Tatm) (Pa),

es(Tatm) = 6:11 exp
� 17:625Tatm
Tatm + 243:04

�
; (7.7)
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qv is approximated from the following standard equations:

e = RH � es(Tatm) (7.8)

w =
eRd

Rv(p� e)
(7.9)

qv =
w

w + 1
(7.10)

where e is partial pressure of water vapor (Pa), w is the mass mixing ratio of water

vapor to dry air (dimensionless), Rd is the specific gas constant for dry air (287.058

Jkg�1K�1), Rv is the specific gas constant for water vapor (461.5 Jkg�1K�1) and p

is atmospheric pressure (Pa). Static measurements of p were made in the field (p =

�87000 Pa) with a Kestrel 4000 Weather Meter.

Finally, � is defined as,

� =
p

RdTatm
(1� 0:378

e
p

): (7.11)

This set of equations allowed the computation of h from Eq. 7.6 accounting for unique

atmospheres for every thermal image over debris cover and bare ice proportional to the

distance these two conditions were present along x (Fig. 7.1b). Spectral transmittance

through the atmosphere considering molecular absorption of water vapor, �H2O, can

now be extracted from experimentally derived Passman-Larmore tables [Gaussorgues,

1994; Passman and Larmore, 1956]. Passman-Larmore tables derive �H2O as a function

of h for single wavelengths (�). Because the thermal camera used in this study acquired

data over a spectral range, a single value of �H2O was computed using Simpson’s rule to

numerically integrated over a spectral range from �1 to �2 (�m) for each h
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�H2O(h) =
Z �2

�1

�H2O(�)d�: (7.12)

A nonlinear ordinary least squares regression of �H2O(h) for each h in in the Passman-

Larmore table provided a functional form of �H2O over the camera specific spectral

range �1 = 7:5 to �214:0�u,

�H2O(7:5� 14�m) = 0:930 exp(�0:021h) + 0:046: (7.13)

Passman-Larmore tables also provide experimental values of spectral transmittance

through the atmosphere considering molecular absorption of gaseous carbon dioxide,

�CO2 , as a function of � and a horizontal distance, in the case of this study, x (m).

Following a similar formulation to Eq. 7.12 and identical numerical methods, a single

values of �CO2 was computed over the spectral range �1 to �2,

�CO2(x) =
Z �2

�1

�CO2(�)d�: (7.14)

Figure 7.3 shows a summary of the Passman-Larmore table data, the derived integrated

values at each h or x for �H2O and �CO2 , respectively, and the derived functional forms

of these data used to extract attenuation values for any h or x value below 200 mm

and 10 km, respectively (the complete table is given, yet this study did not consider a

distance beyond 1 km).

A nonlinear ordinary least squares regression of �CO2(x) for each x provided in the

Passman-Larmore table produced the following 2-term exponential functional form of

�CO2 specific to �1 = 7:5 to �214:0�u,

�CO2(7:5� 14�m) = 0:12 exp(�0:001x) + 0:88 exp(�0:00001x) (7.15)
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FIGURE 7.3: Summary of the Passman-Larmore tables that prescribe values of �H2O
and � CO2 given h and x, respectively, and � . For each h and x where data are present,
numerical integration was used to find a total value of attenuation over a range of �
specific to the thermal camera used in this study (7.5-14.0 � m). Nonlinear ordinary
least squares regression was used to find a function form of signal attenuation for both

�H2O and � CO2 .

Signal attenuation from scattering by particles in the atmosphere, �s, along x was found

by numerical integration over �1 = 7:5 to �214:0�u, of a relation given in Gaussorgues

[1994],

�s =
Z �2

�1

exp(��x)d�; (7.16)

where �, the scattering coefficient, is defined as
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� = 0:0002
� 0:6
�

� 1:3
(7.17)

The exponent 1.3 is an experimental parameterization of Rayleigh scattering from mists

or suspended condensed water droplets in the near surface atmosphere during clear

visibility (20 km) conditions [Gaussorgues, 1994].

The procedure described here formed the basis of a thermal image processing routine

that considered variable surface types, variable line of sight distances and variable near

surface atmospheres along the line of sight distance within a single thermal image, and

applied to 684 images acquired over a total span of 164 hours. This process was fully

automated including automated rotation and translation data shifts [following Reddy

and Chatterji, 1996] to co-register images to match manually defined image segments

(black lines in Fig. 7.1a). Rotation and translation is inevitable where a camera is

positioned on an unstable surface. Locations in the image where unnatural object were

present (e.g. an ablation stake and the corner of a weather station) were removed to not

disrupt the mean values computed for each segment.

7.2.2 ASTER thermal data

Three ASTER thermal images were acquired under clear sky conditions that were co-

incident in space and time (2 minutes, 3 minutes, and 3 hours separation) with the

terrestrial based, high resolution thermal images collected within this study. Of the two

with a separation of minutes, one image was acquired during the night (28 August 2016

23:16 AKST) and the other during the day (30 August 2016 13:25 AKST) about 1.5

days later. These images were processed on-demand by NASA to surface kinetic tem-

perature (AST08) which has a spatial resolution of 90 m and a temperature accuracy

and precision of about 1.5 K [Abrams et al., 2002; Gillespie et al., 1998].
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Due the high spatial variability in surface characteristics that can occur over very short

length scales within a debris cover [Kraaijenbrink et al., 2018], a correction was applied

to the ASTER thermal pixels that were coincident with this study. While acknowledging

the ASTER processing algorithm is not linear, the most simplistic approach to applying

any correction at all is through linear spatial averaging. Using the high resolution bare

glacier ice and (manual) ice cliff map generated in Chapter 6, the fraction of bare glacier

ice within each ASTER pixel was found. Assuming the temperature value assigned to

the ASTER pixel is a linear sum of the total area and assuming the area mapped as bare

ice or ice cliff has a surface temperature of 273.15 K, the surface temperature of the

remaining debris-covered fraction of the pixel can be computed. This debris area only

temperature, Tscor, can be defined as

Tscor =
TssatLsat2 � (273:15�iceLsat2)

(1� �ice)Lsat2
(7.18)

where Tssat (K) is the raw satellite temperature for the whole pixel, Lsat is the length of

one edge of a satellite pixel (90 m for ASTER) and �ice is the fraction of a pixel that can

be assumed to have a surface temperature of 273.15 K. This correction was applied to

all three ASTER images coincident with this study with an example shown in Fig. 7.4

for the third image acquired on August 2016 23:04 AKST which was otherwise unused

in this thesis due to the 3 hour separation from ground based thermal imagery.
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FIGURE 7.4: Example of the linear spatial averaging (Eq. 7.18) applied to ASTER
surface temperature data to remove the sub-pixel area and thermal signal of locations
known to be bare glacier ice or ice cliff area. The dashed line area outlines the identical

portion of Canwell Glacier shown in Fig. 7.1b with dashed lines.

7.3 Results

Drawing from the field measurements described in Sect. 3.5.1.2 coupled with the pro-

cessing steps described in Sect. 7.2.1, a time-series was compiled that shows:

• Summer and diurnal surface temperature evolution measured in high spatial and

temporal resolution over variable debris thicknesses from 0 cm to 38 cm and a

debris free valley wall.

• Glacier melt occurring below, or at (in the case of bare ice), the surface tempera-

ture measurements.
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• The relation between surface temperature and sub-debris melt at a high temporal

resolution.

• Debris sub-surface temperature and precipitation for context.

The time-series was compiled into a video, of which two frames are extracted (Fig. 7.5

and 7.6). These frames are typical of daylight (Fig. 7.5) and nighttime (Fig. 7.6) frames

throughout the time-series. The coincidence in time of the measurements shown in

Panel b of both figures is not exactly 1:1. The frequency of melt measurements was not

strictly proportional to the frequency of time-lapse images acquired, but also propor-

tional to the local melt rate. Because a debris surface is constantly shifting and settling,

a measurement of melt was only recorded when sufficient change in exposed gradua-

tions allowed a surface lowering measurement. This resulted in a higher measurement

frequency for a more rapidly lowering surface (e.g. bare ice) relative to infrequent

measurements of melt under thicker debris (e.g. under 38 cm of debris cover). The

frequency of measurements is shown in Fig. 7.7. The data from the video summarized

by Fig. 7.5 and 7.6 informed a melt model that is described in Sect. 7.4.1.
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FIGURE 7.5: The thermal image from which surface temperature values are extracted is shown in Panel a with a histogram of the temperature values
shown of the left side of the image. Segment mean debris thicknesses are shown in cm. Panel b shows the temperature values extracted from Panel
a for each image segment (Fig. 7.1a) plotted against segment mean debris thickness and melt rate measurements coincident in time also plotted
against the corresponding image segment debris thickness. The orange dot is the temperature of the off-glacier, southwest facing valley wall. Panels
c-f show the complete time-series where the current frame is identified by a red line. Panels c-d show the thermal image derived surface temperature
(black dots) as well as sub-debris temperature profiles measured in 4 cm increments from the debris-ice interface to the surface. The locations of

c-d are shown in the thermal image, labeled (1-3). Panel f shows precipitation for context, measured next to the thermal camera.



FIGURE 7.6: See caption of Fig. 7.5.
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FIGURE 7.7: Glacier melt measured at Canwell Glacier. Locations are numbered in
reference to Fig. 7.1. In-field, manual measurements of glacier melt are shown as trian-
gles colored by setting and location. Linear trends are shown between these measure-
ments. Dots of the same color correspond to time-lapse camera derived, continuous
melt measurements. These measurements were truncated to the latest starting time-
series so that all 6 series began on 31 July 2016 19:00 AKST. Dot frequency in time
shows the variable time that lapsed before a next measurement could be confidently

made.

TABLE 7.1: Cumulative glacier melt measured at 6 locations on Canwell Glacier over
a 30 day period between 31 July 2016 19:00 AKST and 30 August 2016 (19:20-20:00
AKST). The measurement period reported for 38 cm debris cover ended at 28 August
2016 20:00 AKST (2 days earlier than the others). The measurements were clustered

in space with the furthest two locations (5 and 11) about 1.2 km apart (Fig. 7.1).

Melt setting (location in Fig. 7.1) Cumulative melt (cm) % of bare ice melt

Bare glacier ice (5) 153 100
4 cm debris cover (4) 125 82
8 cm debris cover (2) 86 56
38 cm debris cover (1) 32 21
N facing ice cliff (11) 151 99

SW facing ice cliff (12) 171 112

Melt measurements collected normal to the surface of two ice cliffs show that melt at

a north facing ice cliff was almost exactly equal to the melt measured for debris-free

glacier ice and melt at a southwest facing ice cliff was a factor of 1.12 more than melt

of bare glacier ice (Table 7.1, Fig. 7.7).

A comparison was made between ground-based oblique, high resolution thermal im-

agery processed following Sect. 7.2.1, and ASTER space-borne nadir (acquired nadir,
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FIGURE 7.8: Two images pairs of oblique in-field thermal camera data coupled
with space-borne ASTER thermal data that is coincident in time and displayed here
obliquely to match the view angle of the thermal camera image. The image pair a and
b are coincident in time by 2 minutes and show the surface of Canwell glacier at night.
The image pair d and e are coincident in time by 3 minutes and show the glacier during
daylight. Surface temperatures were averaged over the image segments shown in Fig.
7.1a and a regression is shown between the infrared (here shortened to ‘IR’) camera
and ASTER thermal data. The 1:1 line is plotted for reference. Panel c corresponds to
image pair a and b, Panel f corresponds to image pair d and e. Temperatures shown in

panels a,b,d and e are a all scaled to the temperature scale shown in Panel e.

displayed obliquely), 90 m resolution thermal imagery modified following Sect. 7.2.2

(Fig. 7.8). The number of measurements within the two regression plots are low be-

cause only one averaged value (for both the thermal camera and ASTER datasets) was

assigned for each image segment (Fig. 7.1a). These data suggest that with sufficient

processing ASTER thermal data can capture the same spatial trends of surface temper-

ature as high resolution, in-field thermal imaging.
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7.4 Discussion

The data summarized in Sect. 7.3 show for the first time a time-series of melt and

surface temperature, both at high temporal resolutions. These results can help inform

and validate a melt model that considers debris cover. This idea is not new [e.g. Carenzo

et al., 2016]; however, explicit validation against a measured Østrem curve time-series

is novel to this project. Results describing the relative melt rates of ice cliffs (Table

7.1) combined with a map of ice cliffs (Chapter 6) offer a method to parameterize ice

melt sourced from ice cliffs. By considering nested nonlinear processes as well as ice

cliffs (supraglacial ponds are neglected in this present formulation), this approach has

a level of sophistication that falls between methods that use a simple linear regression

with surface temperature to derive debris thickness [e.g. Mihalcea et al., 2008a], to fully

physical models that are difficult to distribute to wider scales [e.g. Evatt et al., 2015].

By balancing this middle degree of sophistication, meaningful results can be derived

over wider regions [Kraaijenbrink et al., 2017].

7.4.1 Proposed model

Surface temperature was measured at a higher frequency than melt measurements due

to the longer time that was needed to lapse to record glacier surface lowering with ac-

curacy. Melt is an integrated quantity over time but surface temperature is not. Because

of this, surface temperature measurements could not be set to the same time interval

as melt measurements without a large loss of information because thermal images only

coincident with melt measurements would lose much of the diurnal signal that is cou-

pled to the melt. This caused the relation in Panel b of Fig. 7.5 and 7.6 to be difficult

to interpret, but with the variable time intervals, there were several intervals within the

time-series where melt with respect to debris thickness closely resembled the inverse of

surface temperature with respect to debris thickness (Fig. 7.5b and 7.6b are examples

of this). This is in agreement with modeled results of the same quantities [Nicholson
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et al., 2018]. A second observation is the thickest debris cover measured had a surface

temperature that was often very similar to the southwest facing valley wall temperature

and from that value, the temperature profile exponentially decayed to zero.

Given these observations, a simple model of sub-debris melt is proposed, first by mod-

eling surface temperature, Ts, as a function of debris thickness, hdeb,

Ts(hdeb) = Ts� � (Ts� exp(��hdeb)) (7.19)

where Ts� is either the surface temperature of a valley wall or of thick (e.g. 38 cm)

debris cover and � is a model parameter. The hypothesis here is that the shape of the

curve, set by � will be more stable in space and time, while a majority of the variability

is captured in Ts� which is specific to the input data. With the introduction of a melt

parameterization, �, and a second model parameter  to account for the thermal inertia

of a debris cover, a simple glacier melt model including debris cover can be expressed

as

_b = �(Ts� � Ts(hdeb)) + Ts�: (7.20)

To test this formulation, a very simplistic melt parametrization was found where � is

equal to the slope of a linear regression for the case of Eq. 7.20 where hdeb = 0 causing

the relation to reduce to _b = �Ts�. The remaining model parameters were coarsely es-

timated for this example using a subset of the time-series. With an imprecisely selected

parameter set of � = 0:2, � = 0:1 and  = 0:05, the model was tested on the time-

series described in Sect. 7.3 with debris thickness and valley wall surface temperature

as input. For the data gaps where valley wall surface temperature data were unavail-

able, data from the surface thermistor of the thermal profile over 38 cm debris cover

was used. Two extracted frames from a video showing the application of this model are

shown in Fig. 7.9 and 7.10 which are coincident in time with the frames shown in Fig.
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7.5 and 7.6. Both sets of figures have a similar layout; however, Fig. 7.9 and 7.10 show

both modeled ablation rate overlain on measured ablation rate and cumulative modeled

melt over cumulative measured melt. The summed melt at the end of the observation

period shows the success of the final model results (Fig. 7.11).
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FIGURE 7.9: The thermal image and temperature histogram are shown for this time step in Panel a, with the locations of melt measurements
numbered 1-4 that correspond to Panels c-f. These panels show a cumulative timeseries of melt where black crosses are in-field, manual ablation
measurements, black dots are continuous, time-lapse camera derived melt and the red line shows the cumulative modeled glacier melt to the current
time step (vertical black line). Panel b shows the same measured melt rate (black curve) data as Panel b in Fig. 7.5. The orange dot is the temperature
of the off-glacier, southwest facing valley wall and the blue cross is temperature measured by the surface thermistor above the 38 cm debris cover

site. Either of these points can be used as Ts� which is the key parameter used to model melt rate (red curve).



FIGURE 7.10: See caption of Fig. 7.9
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FIGURE 7.11: Summed melt over the full observation period. Debris thickness was
prescribed and not modeled for this melt model run.

7.4.2 Regional-scale application

With a potentially successful melt model applied to a sample region, and a method

to improve the signal of satellite surface temperature data (Sect. 7.2.2), a method for a

regional solution can be proposed. The key unknown that was prescribed in the example

above is debris thickness. It may be possible to solve directly from surface temperature

to glacier melt, but varying melt from a satellite derived, single map of melt through

time would be difficult. It is likely the most beneficial to derive a semi-static quantity

like debris thickness. A simplistic method would be to define a surface temperature

profile over a range of debris thicknesses from 0 to ‘thick’ e.g. 40 cm using Ts� from a

satellite thermal image and Eq. 7.19 (Fig. 7.12a). By flipping the predictor and response

variables this function can be used to derive debris thickness (Fig. 7.12b). Fig. 7.12b

shows a true example of this applied to the 30 August 2016 13:25 AKST ASTER image,

yet the inset plot shows debris thickness derived from a valley wall temperature value

Ts� poorly predicts thicker debris cover (only points that were coincident with the 4

melt measurements were used for this plot). This is not surprising because as the slope

of the function increases, more subtle changes in temperature cause big variations in

debris cover thickness. A proposed solution to this is a binning method with bin width
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increasing with surface temperature (Fig. 7.12c). This would reduce the resolution

of the data but possibly offer a more realistic modeled debris cover. If successful this

method would enable a debris thickness to be assigned to each pixel in a satellite thermal

image covering a debris-covered region. Distributed debris thickness coupled with a

time-series of Ts� defined from the valley wall or the surface of a thick debris cover

enables a calculation of melt using Eq. 7.20. Because bare ice areas and ice cliffs are

isolated during the thermal image processing step (Sect. 7.2.2), they can be prescribed

their own unique melt parameterizations. Melt at bare glacier ice is built into Eq. 7.20

where hdeb = 0, but ice cliffs are not. Using the ice cliff map from Chapter 6 and the

melt rates measured relative to bare ice for two key aspects, a simple parameterization

can be made. However, this approach could only capture very specific cases of ice cliff

melt: either where only a very short period of time is considered (e.g. one melt season)

or in a setting where the assumption can he held that the abundance of ice cliff area

and the distribution of ice cliff face aspects average to no net change for a region. In

this case, ice cliff area location would be incorrect but the net contribution could be

estimated without rigorous modeling of ice cliff evolution.
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FIGURE 7.12: Example of a method to derive coarse but possibly accurate estimates
of debris thickness. The red dot is the valley wall temperature, Ts�, from an ASTER
image of Canwell Glacier acquired at 30 August 2016 13:25 AKST. Ts� is assigned
a debris thickness at the upper limit of thermal detection, in this case 40 cm. The
black line in (a) is the solution to Eq. 7.19. Flipping the axis, debris thickness can be
estimated (b) but is not successful for thicker debris (inset in b). Inset in b shows only
four points corresponding to the four segments in this study where melt was measured
and where 100 point debris thickness measurements were made over an area large
enough to compare ground measurement to ASTER pixels. A binning approach with
bins that progressively increase in width with an increase in surface temperature and a
decrease in confidence might be one way to derive coarse but accurate debris thickness

estimates at wide scales.
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7.5 Conclusions

This chapter presented a methodology to refine thermal data from both field-based or

space-borne sensors. A time-series of Østrem curve melt measurements were used to

evaluate the coupling of surface temperature and sub-debris melt rate signals. These

data facilitated the proposal of a simple melt model where a key model parameter that

is hypothesized to carry a majority of local variability is derived from the temperature of

a local valley wall or at a location of thick (e.g. 38 cm or more) debris cover. This sug-

gests that rather than setting up cumbersome weather stations on mountain glaciers, a

simple yet possibly successful model can be run using at-surface thermistor data (which

is exceptionally easy to transport to the field) or by collecting a time-series of ther-

mal images focused on a nearby valley wall. The simplicity of this model opens the

possibility for wide-scale, regional application. Measured melt rates at ice cliff faces

on Canwell Glacier offer a melt parametrization that can be applied to the ice cliffs

mapped as a result of the automated methods presented in Chapter 6. Future effort to

validate these methods and test their transferability is needed and a careful constraint

on the limits of what information can be extracted from thermal data will help avoid the

derivation of results resolved to a misleadingly high stated accuracy.
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Chapter 8

Summary and conclusions

This thesis produced a high resolution, high confidence global map of supraglacial de-

bris cover. This dataset was generated from 271 Landsat imaged that were selected

base on criteria optimizing their use for debris mapping and were automatically com-

piled into a seamless composite where optimizing criteria determined data preference

for locations of image overlap. This Landsat composite covered 73.0% of Earth’s moun-

tain glaciers that was combined with coverage over the Greenland ice sheet. Within this

domain, 29,248 km2 of debris-covered area was mapped where the three regions with

the most debris cover were Alaska, the Himalaya and Greenland. Excluding Greenland,

mountain glaciers on Earth are cumulatively 6.0% debris-covered. A dataset at this

scale and resolution has potential to advance glaciology research in several ways. First,

it establishes a baseline understanding of where supraglacial debris exists; second, it

provides one of three key unknowns (extent, thickness and evolution) that is needed to

sufficiently resolve debris cover in a melt model setting; and third, the resolution and

accuracy is high enough that any case study research project on nearly any glacier on

Earth can now extract a debris map from this inventory. This dataset has the accom-

panying result of a full coverage, manually defined false positive, false negative error

evaluation of the main parent glacier inventory, the RGI. These results show that 2.4%

of RGI V6.0 (10,372 km2) was area falsely mapped as glacier area, and an area equal

to 0.3% of RGI V6.0 (1,111 km2) was area falsely excluded. These results are a mix

of mapping errors and glacier area changes overtime, however, these finding also of-

fer context to past global scale modeling efforts that used RGI version �6.0. A model

assuming all area in RGI is bare glacier ice will be incorrect over 9.7% of Earth’s moun-

tain glacier surface area (summing FP/FN and shift errors, 3.7%, and area covered by
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debris, 6.0%). This is likely within the estimated error bounds of global scale modeling

studies, but both of these quantities can now either be removed (FP errors), added (FN

errors) or mitigated with some form of parameterization (debris-covered area). How-

ever, the problem with step advances in our understand of an evolving landscape is a

single advance will decrease in confidence and accuracy if not continually updated. The

logical call is for a fully automated approach to replace the methods used here. When

designing this study, a fully automated approach did not seem like it could provide

results comparable the result that were produced following several manual steps. How-

ever, now that a global debris cover inventory does exist it could be used within a future

fully automated method to help maintain a similar degree of accuracy and confidence.

For example, following the methods used in Chapter 4 to define equilibrium line, a do-

main can now be set automatically such that any glacier area where “debris cover” is

mapped in the accumulation zone it considered bedrock and removed from the glacier

inventory. This technique of automating the restriction of spatial domains could also

help fully automate debris cover area changes measured from temporal satellite data.

For example, the top of debris line in Fig. 4.6 was raised by a factor d to estimate a

glacier’s equilibrium line. A factor could easily be applied in the other direction, down

glacier, to more confidently exclude area that might be covered in seasonal snow within

a set of satellite images to avoid measuring false area changes.

With an established understanding of the current state of debris cover globally, changes

and trends were examined at two distinct timesales to investigate where in a greater

timeline glacier and debris cover evolution do modern glaciers fall. Within the satellite

era, direct measurements of debris cover evolution were made for a 12 region global

sample spanning five continents. These measurements provide the first global sample

of debris cover evolution where the methodology was consistent for each region. Re-

gions both rich in supraglacial debris cover, e.g. Alaska and the Himalaya, and regions

nearly devoid of debris cover, e.g. Manson Icefield on Ellesmere Island, were investi-

gated. Results show high relative changes in sparsely debris-covered regions like the
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Manson Icefield which may be an early indication of a climate driven shift to a set-

ting more favorable for valley wall erosion. Conversely, the Karakoram Mountains and

Central Tian Shan both currently have non-trivial debris coverage yet are possibly in

a debris mass balance equilibrium state where changes are zero or near-zero. While

this sample offers an interesting glimpse at a global story, methodological steps that

carefully consider transient snowline are needed to take Chapter 5 results and move the

analysis to a census domain similar to Chapter 4. New functionality from platforms

like Google Earth Engine that enable efficient and automated access to extensive data

repositories will likely enable this domain expansion. Beyond the recent past, five met-

rics were derived to attempt to place any glacier meeting a set of glacier and debris area

criteria on a timeline spanning 100s to 1000s of years. The discussion of these metrics

in Chapter 5 addressed almost none of the interesting results that can be extracted from

these values. The problem was the number of glaciers and scale they were derived at

was too large to then present the fine scale interpretations. There is a wealth of infor-

mation that future projects can extract from these values, for example, an isolation of

glaciers that are converging to a moraine abundance of 1 with a negative slope versus

a positive slope could have an interesting spatial or global distribution; or, an investi-

gation of the extraglacial setting of the glaciers with the highest values of stage could

provide interesting insight on extreme erosive settings. These five metrics may also

become particularly interesting as numerical modeling advances to incorporate both de-

bris cover and complex geometries like tributary branches, medial moraine formation

and debris evolution.

The last two chapters of this thesis address more complex elements of a debris-covered

system at smaller scales. A method to automatically map ice cliffs was developed that

attempts to automatically select a threshold value that is locally suitable. The method

was developed in Alaska with structure from motion data and tested in Nepal using

satellite data. This one test of transferability suggests the method is able to success-

fully accommodate different environments and different data input. If further tests of
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this method are favorable, this method could be applied at a regional to global scale.

Ice cliffs are likely key features to track and account for in glacier melt models applied

over heavily debris-covered regions, but a map of ice cliffs can also be used to refine

moderate resolution satellite thermal data. Chapter 7 of this thesis presented a decom-

position of both ground based thermal image processing as well as a method for refining

space-borne thermal imagery. A time-lapse dataset of high resolution thermal imagery

combined with a unique time-series of Østrem curve data helped inform a simple model

that could be used to predict sub-debris, and bare glacier melt from thermistor data col-

lected at the surface of a thick (40 cm or more) debris cover or thermal infrared data

focused on a glacier valley wall. This method has the potential to significantly reduce

the field infrastructure needed to acquire melt model input data. However, the method

still requires an input of debris thickness. A simple approach is proposed to derive de-

bris thicknesses at a regional-scale, but it still carries the approximate 0.5 m detection

limitation common to any method drawing on the coupling of surface temperature and

debris thickness. An additional limitation is that thermal, or DEM based approaches to

derived debris thickness are indirect methods that can only derive the current state. A

future approach that may be able to negate the persistent limitations of debris thickness

estimates from both thermal and DEM methods is through numerical modeling that

considers bedrock erosion and ice dynamics [e.g. Rowan et al., 2015]. If a debris cover

could be numerically constructed from extraglacial, eroding rock flux inputs and ice

flow, debris thickness measurements could be used solely for validation and the ability

to make past or future predictions could become possible.

Ultimately, the quantities that are needed to enter a next generation of global glacier

models that account for the nuances of the 6% debris-covered area are: the spatial extent

of debris, debris thickness and some understanding of the limits of formation and melt

component from surface features like ice cliffs, flowing water and standing water. A low

stage debris cover will likely not need a computationally expensive ice cliff routine. If

the condition(s) required for the formation of these features can be constrained, models
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can limit where the added sophistication is needed. This thesis (1) provided the first step

of a global map of debris cover; (2) established an automated method to map ice cliffs

coupled with ice cliff melt measurements presented as a fraction of bare ice melt; and

(3) proposed a method for estimating debris thickness at a regional-scale. These results

formulate a strong foundation for a near future where the inclusion of debris cover is

commonplace in global glacier models.
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Mölg, N., Bolch, T., Rastner, P., Strozzi, T., and Paul, F. (2018). A consistent glacier

inventory for Karakoram and Pamir derived from Landsat data: distribution of debris

cover and mapping challenges. Earth System Science Data.
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Appendix A
Landsat images used to derive a global
debris cover inventory

TABLE A.1: NASA ID and acquisition date for each image organized by geographic

region.

Geographic region NASA ID Decimal year

Alaska,

Western United States

and Western Canada

LC80450242013257GN00 2013.70

LC80460262015254GN00 2015.70

LC80480252014249GN00 2014.68

LC80490252013253GN00 2013.69

LC80530202013249GN00 2013.68

LC80530212013249GN00 2013.68

LC80530222013249GN00 2013.68

LC80550212013215GN00 2013.59

LC80560192013222GN00 2013.61

LC80560202013222GN00 2013.61

LC80570202014232GN00 2014.64

LC80590182014214GN00 2014.59

LC80600192013218GN00 2013.60

LC80620172014203GN00 2014.56

LC80620182014235GN00 2014.64

LC80630172013223GN00 2013.61

LC80680162013194GN00 2013.53

LC80690202014268GN00 2014.73

LC80700112013192GN00 2013.53

LC80700122013192GN00 2013.53
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LC80720202015244GN00 2015.67

LC80720212014273GN00 2014.75

LO80670182013203GN01 2013.56

LT50490242009242PAC02 2009.66

LT50500242009265PAC01 2009.73

LT50550202008250PAC01 2008.68

LT50580192009257PAC00 2009.70

LT50600182010226GLC00 2010.62

LT50630182010263GLC00 2010.72

LT50640182010254GLC00 2010.70

LT50650171999215PAC03 1999.59

LT50660172004252PAC01 2004.69

LT50670162010259GLC00 2010.71

LT50670172010259GLC00 2010.71

LT50690152010257GLC00 2010.70

LT50690162010257GLC00 2010.70

LT50690182010257GLC00 2010.70

LT50710162010255GLC00 2010.70

LT50710172010255GLC00 2010.70

LT50710182010255GLC00 2010.70

LT50710192010255GLC00 2010.70

LT50730212010269GLC00 2010.74

LT50750122008246GLC00 2008.67

Arctic Canada North

LT50430072007227GLC00 2007.62

LT50380072009213GLC00 2009.58

LT50380061999218PAC00 1999.60

LE70560022000211EDC00 2000.58

LE70560012000211EDC00 2000.58

LE70500011999198EDC00 1999.54

LE70490011999191EDC01 1999.52

LE70400052002200EDC00 2002.55

LC80580012015194GN00 2015.53

LC80530032015207GN00 2015.57

LC80490022015195GN00 2015.53

LC80440062015192GN00 2015.53
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LC80440062015192GN00 2015.53

LC80410042015203GN00 2015.56

Arctic Canada South

LT50310092010199PAC00 2010.55

LT50310092010199PAC00 1991.54

LT50250112010221PAC00 2010.61

LT50250112010221PAC00 1998.55

LT50200121997230PAC00 1997.63

LT50150162006236GNC00 2006.65

LT50150152003228GNC00 2003.62

LE70320082001221PAC00 2001.61

LT50310092010199PAC00 2000.61

LE70240102002232EDC01 2002.64

LE70190132002213EDC00 2002.58

LE70190122001210GNC00 2001.58

LE70190132002213EDC00 2002.58

LC80330082013221GN00 2013.61

LC80150142014210GN00 2014.58

LC80150142014210GN00 2014.58

Greenland

LC80030172014222GN00 2014.50

LC80030172014222GN00 2014.61

LC80050162014220GN00 2013.58

LC80050162014220GN00 2014.60

LC80050162014220GN00 2014.60

LC80070132014218GN00 2014.60

LC80070142014218GN00 2014.60

LC80090112014216GN00 2014.53

LC80090112014216GN00 2014.59

LC80110112014214GN00 2014.59

LC80190072015209GN00 2015.57

LC80230062013199GN00 2013.55

LC80290062015231GN00 2015.63

LC80350032015193GN00 2015.53

LC82280112014230GN00 2014.63

LC82290102014221GN00 2014.61
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LC82290122014221GN00 2014.61

LC82310132014219GN00 2014.60

LC82330182013246GN00 2013.67

LE70140102000221EDC00 2000.61

LE70260062000209EDC00 2000.57

LE70350042002213EDC00 2000.49

LE70350042002213EDC00 2002.58

LE70400022002184EDC00 2002.50

LT50380012006221KIS00 2006.50

LE72300132001216SGS00 2001.59

LE72330152002224EDC00 2002.61

LE72330172002224EDC00 2002.69

LE72330172002224EDC00 2002.61

LT52330062009219KIS01 2009.55

LT50070032009220KIS00 2009.55

LT50070032009220KIS00 2009.60

LT50160081998237KIS00 1998.64

LT50160081998237KIS00 1998.65

LT50380012006221KIS00 2006.61

LT52260111998236KIS00 1998.65

LT52300092006222KIS00 2006.61

LT52330062009219KIS01 2009.60

LT52320082006220KIS00 2006.60

LT52320141998246KIS00 1998.67

LT52330062009219KIS01 2009.60

Iceland

LT52190151994256KIS00 1994.70

LC82180152014224GN00 2014.61

LC82170152014249GN00 2014.68

Svalbard

LE72150032002194EDC00 2002.53

LC82170032013262GN00 2013.72

LC82110052013236GN00 2013.65

LC82110052013236GN00 2013.65

Scandinavia

LC82000182014258GN00 2014.71
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LT51970132006231KIS02 2006.68

LT51950102011231KIS01 2011.63

LT51970112011229KIS01 2011.63

LT51970132006231KIS02 2006.63

LT51980142010249MOR00 2010.68

LC82000182014258GN00 2014.71

LC82000162014258GN00 2014.71

LC81970122014237GN00 2014.65

Russian Arctic

LT51960021986201KIS00 1986.55

LT51760051994195KIS00 1994.53

LE71780072001220EDC00 2001.60

LC81780082013213GN00 2013.58

LC81770062015212GN00 2015.58

LC81700022015211GN00 2015.58

LC81670032015206GN00 2015.56

North Asia

LT50990202011215MGR00 2011.59

LT50990212011215MGR00 2011.59

LT50930172009246GLC00 2009.67

LE71120142001206EDC00 2001.56

LC81140162014232GN00 2014.64

LC80990192014239GN00 2014.65

LC80970222015260GN00 2015.71

LC80960182015269GN00 2015.74

Central Europe

LT51940272009266MOR00 2009.73

LT51930282011233MOR00 2011.64

LT51930272011233MOR00 2011.64

LC81950282015242GN00 2015.66

LC81920272013247GN00 2013.68

Caucasus Mountains

LT51720302010243MOR00 2010.67

LT51710302011223MOR00 2011.61

Himalaya
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(Central Asia, South Asia

West, South Asia East)

LC81340402015279GN00 2015.75

LC81340402015279GN00 2015.76

LC81350332013200GN00 2013.55

LC81350382015270GN00 2015.74

LC81350402015206GN00 2015.56

LC81360332013223GN00 2013.61

LC81360372013223GN00 2013.61

LC81360392013271GN00 2013.74

LC81370372013214GN00 2013.59

LC81370412014345GN00 2014.95

LC81380352013221GN00 2013.61

LC81380372015275GN00 2015.75

LC81380392015275GN00 2015.75

LC81380412014336GN00 2014.92

LC81390352015234GN00 2015.64

LC81400352015225GN00 2015.62

LC81400362015273GN00 2015.75

LC81400412015273GN00 2015.75

LC81410352015232GN00 2015.64

LC81410402015280GN00 2015.77

LC81420342015287GN00 2015.79

LC81420402014284GN00 2014.78

LC81430302014243GN00 2014.67

LC81430342015326GN00 2015.89

LC81430392015246GN00 2015.67

LC81430402015278GN00 2015.76

LC81440302013231GN00 2013.63

LC81440352014234GN00 2014.64

LC81440362015365GN00 2016.00

LC81440392014266GN00 2014.73

LC81450302014241GN00 2014.66

LC81460302013213GN00 2013.58

LC81460362014232GN00 2014.64

LC81460382015251GN00 2015.69
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LC81470372015258GN00 2015.71

LC81470382015242GN00 2015.66

LC81490312013218GN00 2013.60

LC81490332013282GN00 2013.77

LC81490342015288GN00 2015.79

LC81490352014205GN00 2014.56

LC81490362013282GN00 2013.77

LC81500322015231GN00 2015.63

LC81500332014276GN00 2014.76

LC81500342015231GN00 2015.63

LC81500352015231GN00 2015.63

LC81500362015231GN00 2015.63

LC81510322013280GN00 2013.77

LC81510332013280GN00 2013.77

LC81510342013280GN00 2013.77

LC81510352013280GN00 2013.77

LC81520322014242GN00 2014.66

LC81520332013255GN00 2013.70

LC81520342014258GN00 2014.71

LE71350391999266EDC00 1999.73

LE71390412001347SGS00 2001.95

LE71460392000218SGS00 2000.60

LE71480312002237SGS00 2002.65

LE71480352001202SGS00 2001.55

LE71480372000248SGS00 2000.68

LT51340332010217IKR02 2010.59

LT51360381994267ISP00 1994.73

LT51360412009308KHC00 2009.84

LT51370392011257BKT01 2011.70

LT51380402008048BKT00 2008.13

LT51410302006223IKR00 2006.61

LT51420302006262IKR00 2006.72

LT51450352009227KHC00 2009.62

LT51450362011217KHC00 2011.59

LT51450391994266ISP00 1994.73

LT51470312007236IKR00 1997.64
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LT51460351997233ISP00 1997.64

LT51470312007236IKR00 2007.65

LT51470352009225KHC00 2009.62

LT51470362009225KHC00 2009.62

LT51480362000240XXX02 2000.66

LT51530332000259XXX02 2000.71

Low Latitudes

LT50080672010230CUB00 2010.63

LT50080662003291CUB00 2003.80

LT50020702010236CUB00 2010.65

LT50020702010236CUB00 2010.85

LC80070682015221GN00 2015.61

LC80060682015214GN00 2015.59

LC80040712016027GN00 2016.07

LC80030702016132GN00 2016.36

Southern Andes

LT52320932011042COA00 2011.12

LT52320932011042COA00 2011.12

LT52310962011051COA00 2011.14

LT52310962011051COA00 2011.14

LT52310952011051COA00 2011.14

LT52290981998113COA00 1998.31

LT52290981998113COA00 1998.12

LT52280982005045COA00 2005.11

LC82330832015044GN00 2015.12

LC82330832015044GN00 2015.21

LC82330822015076GN00 2015.21

LC82320912016072GN00 2016.20

LC82320912016072GN00 2016.20

LC82320902016072GN00 2016.20

LC82320842015117GN00 2015.32

LC82320842015117GN00 2015.32

LT52290981998113COA00 1998.06

New Zealand

LC80750902016044GN00 2016.12

LT50760912010034HOA00 2010.09
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